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Supervised teaching is hard.

• Given a state, you  provide the right 
action

• There may be many actions that, in the 
right context, lead to good outcomes.

• What is the “right” place to put the 
pawn on the 3rd move of a Go game?

• What is the “right” place to put your foot 
when walking across a lawn?
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Teaching via RL is also hard!

• Given a state, you provide the VALUE of the state.

• States must be defined in terms of the agent’s 
perception.

• It can be hard to align a reward function with what we 
actually value.

• Rewards must be defined prior to observing actions. 

• E.G. Scrambling eggs:
• What should the reward be for picking up a fork vs a whisk.
• What is the reward for holding it at a 45 vs 90 degrees?  The ARMAR-III humanoid robot

https://www.researchgate.net/figure/The-ARMAR-III-humanoid-robot-recalling-previous-visual-episodes-in-a-kitchen-scene_fig1_322498382


The goal: a teaching strategy that…

• Lets us solve tasks where we can only recognize desired behavior, but 
not reliably apply numerical rewards to it.

• Lets agents be taught by non-expert users.

• Scales to large problems.

• Is economical with user feedback.



Intuition and approach

• If we have no reward function to 
quantitatively evaluate behavior all we can 
do is qualitatively evaluate how well the 
agent satisfies to the human’s preferences. 

• Let’s get preferences by
• Expressing a goal in natural language.
• Asking people to evaluate behavior, based on 

how well it meets the goal.



Breaking up trajectories into segments.

• A trajectory might be really long, with 1000s of actions.
• e.g. an entire game of pong.

• We want human feedback on trajectories.

• People have limited attention spans.

• We want feedback to be specific to as small a sequence of actions as is 
practical (more on that later).

• Sample a short sequence 𝜎 from trajectory  𝜏 and ask people to evaluate 𝜎.



An example: Robot learning to backflip.
• One or two second movie segments.



New notation

• Before, a trajectory was a sequence of states, actions and rewards

• Now, we do not assume we know the true state or true reward.

• Therefore, replace 𝑠! and 𝑟! with the agent’s observation: 𝑜! .

𝜏 = {𝑠!, 𝑎!, 𝑟!, 𝑠", 𝑎", 𝑟", … , 𝑠#$", 𝑎#$", 𝑟#$", 𝑠#}

𝜏 = {(𝑜!, 𝑎!), (𝑜", 𝑎")… , (𝑜%$", 𝑎%$")}



We’re learning TWO neural networks

• A policy network from the space of observations to the space of 
actions:

𝜋:𝒪 → 𝒜
• A reward estimate network that maps an (observation, action) pair to 

a real-valued reward: 

�̂�: 𝒪×𝒜 → ℝ



Learning rewards from preferences

• Given a lot of preference pairs, we could learn a reward function for 
action sequences that, if applied, would return the same preferences.

• Given that reward function, we can then do reinforcement learning, 
just like normal.

• The shorter these sequences are, the more precisely we can learn 
rewards for specific pairs of observation and action.



Two training processes

TRAIN THE POLICY FUNCTION

1. Run the policy network 𝜋 to get a n trajectories {𝜏!, … , 𝜏"}

2. Do standard* policy reinforcement learning using the reward estimate network �̂�. 

TRAIN THE REWARD FUNCTION

1. Select pairs of segments from {𝜏!, … , 𝜏"} and have humans select which they prefer.

2. Update the reward estimate network �̂� to reflect human preferences.

* Advantage actor-critic or trust region policy



OK. I lied. We’re learning more than 2 nets.

• For �̂�, they  fit an ensemble of predictors, each trained on |D| triples 
sampled from the user response data, with replacement. 

• The estimate �̂� is defined by independently normalizing each of these 
predictors and then averaging the results of their ensemble. 



Which sequence pairs should people rate?
• The ones that generate the greatest disagreement among the reward 

networks.

• Here, disagreement is estimated via the variance of their outputs.



Estimating preferences with the reward net

If someone prefers sequence 𝜎!to sequence 𝜎", notate it: 𝜎! ≻ 𝜎"

the estimate of the 
probability 𝜎! is 
preferred to 𝜎"



The loss function for the reward net

𝜇 1 is collected from real user data and is the estimate of the 
probability someone preferred 𝜎!to sequence 𝜎", when they compared 
them….and 1 − 𝜇 1 = 𝜇 2



Ablation Study





Experimental results



Take-aways

• They can learn both the reward and the policy function
• They can learn a good policy with 1000x fewer user feedback 

interactions than would be required by directly getting human 
feedback.



Training language models 
to follow instructions 
with human feedback
https://arxiv.org/pdf/2203.02155.pdf

https://arxiv.org/pdf/2203.02155.pdf


This is how they made chat GPT



Reminder about the LLM training objective

• The standard training objective is “Predict the next word”.

• How aligned is this with the goal “follow the user’s instructions 
helpfully and safely”?

• Training with this objective can result in….unhelpful….responses





Q. How can we align training to 
the downstream task?



A. Reinforcement learning!





V
human



The initial prompt data



The initial prompt data



The RL dataset is TINY!



This is exactly like regular LLM training…just on 
that  dataset of roughtly 11K prompt responses.





(sampled from the fine-tuned 
language model)



V
human



(mostly as described in “Deep 
reinforcement learning from 
human preferences” )



The reward model loss function

The prompt

The right 
completion

a wrong 
completion

The output 
of the 
reward 
network

Our model
parameters The number 

of pairs of 
completions 
in dataset D











(Proximal Policy 
Optimization…i.e. that 
clipped RL update function.)



The policy model loss function

I don’t entirely get what they’re doing here with the portion on the  2nd

line. That is what differentiates it from regular PPO….and I don’t see 
where a reward comes out of it. 



Experimental Results



Human Rating 
InstructGPT

Supervised fine-tuning

GPT (prompted)

GPT (unprompted)
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The cost of training



Take-aways

• You now have all the parts needed to understand how to build a Chat-
GPT model

• Feel free to build your own

• Maybe base it on Alpaca?


