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What is Inception Score?



Inception V3
“We need to go deeper”

• Based on GoogLeNet


• Was the 3rd version of this net


• A famous image classifier released in 2016


• Trained on ImageNet (1000 class image data)


• Now mostly known for being used in 
calculating IS and FID



Inception Score

• Generate a bunch of images, conditioned on an ImageNet class (e.g. “dog”)


• Run each image through InceptionV3


• Gather their class probability distributions.


• Compare the distributions of things with similar labels to the distribution of 
things with different labels


• HIGHER IS BETTER!

https://proceedings.neurips.cc/paper_files/paper/2016/file/8a3363abe792db2d8761d6403605aeb7-Paper.pdf



Our ideal

https://medium.com/octavian-ai/a-simple-explanation-of-the-inception-score-372dff6a8c7a

Image classes are distinct Image classes are diverse



KL divergence between distributions

https://medium.com/octavian-ai/a-simple-explanation-of-the-inception-score-372dff6a8c7a



In the author’s words

https://proceedings.neurips.cc/paper_files/paper/2016/file/8a3363abe792db2d8761d6403605aeb7-Paper.pdf

Inception Score = 



How to interpret IS

Higher = better



What is Frechet Inception 
Distance?



Make 2 sets of image embeddings

• Create a set of generated images: G


• Collect a set of real images: R


• Run every image through InceptionV3 to get its embedding


• Fit a single Gaussian to the distribution of the embeddings for G  


• Fit a single Gaussian to the distribution of the embeddings for R


• Measure the KL divergence between the 2 Gaussians.

https://proceedings.neurips.cc/paper_files/paper/2016/file/8a3363abe792db2d8761d6403605aeb7-Paper.pdf



Frechet Distance
A measure of difference between distributions

the FID compares the mean and standard deviation of two 
image sets, as represented by the deepest layer in Inception 
v3 (the 2048-dimensional activation vector of its last pooling 
layer.) 

https://en.wikipedia.org/wiki/Inceptionv3
https://en.wikipedia.org/wiki/Inceptionv3
https://en.wikipedia.org/wiki/Pooling_layer
https://en.wikipedia.org/wiki/Pooling_layer


How to interpret FID

Lower = better



What is Precision/Recall?

https://arxiv.org/pdf/1904.06991



https://arxiv.org/pdf/1904.06991



https://arxiv.org/pdf/1904.06991
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How to interpret Precision & Recall

Higher = better


