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ABSTRACT

Auditory-inspired Approaches to Audio Representation and Analysis for Machine Hearing

Fatemeh Pishdadian

The study and design of machines that are able to analyze the auditory scene and organize sound into

parts that are perceptually meaningful to humans is referred to as machine hearing. Such machines are

expected to distinguish between different sound categories (e.g., speech, music, background noise), focus on

a sound source of interest coming from a certain direction or accompanied by many different sources (the

famous cocktail party problem), and suppress unimportant sounds (e.g., air conditioner humming noise or the

background music in a restaurant). The tasks performed by current hearing machines are typically handled by

algorithms that are developed separately and independently from one another. Audio source separation, e.g.,

separating the singing voice in a song from background music, speech recognition in noisy environments or

multi-speaker scenarios, and environmental sound detection and classification, e.g., recognizing dog barking

or traffic noise are a few examples of such tasks.

A common feature of all these sound processing algorithms is that their performance and the difficulty of

combining them with other algorithms are heavily affected by the audio representation they receive as input.

If the input representation has fundamental limits, the algorithm may not be able to extract the information

required for the task, no matter how intelligent it is. Moreover, if the information required for a particular

auditory task is deeply buried in a representation, the algorithm performing this task will inevitably grow

very complex and task-dependent in its feature extraction stage. Combining a set of single-task algorithms

into a multi-task auditory scene analysis system would be both non-trivial and computationally inefficient if

each algorithm applies its own task-specific and complex feature extraction stage to a low-level representation

shared by all algorithms.
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Audio source separation refers to the task of estimating n individual sound sources given an m-channel

recording of a complex auditory scene. Supervised source separation methods, specifically those using deep

neural networks have become very popular over the past decade, due to their successful performance in

a variety of denoising and source separation tasks including speech enhancement, speech separation, and

music separation. A major challenge faced by supervised masking-based separation approaches is that they

typically require a large dataset of isolated sound sources to generate target time-frequency masks used in

model training. Obtaining the isolated sources that compose an audio mixture may be expensive or require

complicated recording setups. In some scenarios, it may not even be possible to record sounds in isolation,

e.g., recording a bird song in a forest.

Parsing the auditory scene into meaningful components and focusing on the most informative sound

sources are tasks which biological audio processing systems have evolved to perform efficiently. The mam-

malian auditory system, for instance, has been shown to extract the information required for the analysis of

complex auditory scenes very effectively. An interesting example is the existence of neurons in the primary

auditory cortex of mammals that respond to a variety of spectro-temporal modulation patterns. Moreover,

natural audio-processing systems do not require isolated sources in order to learn to analyze auditory scenes.

Humans hardly ever hear sounds in perfect isolation, but still can learn to identify different types of sounds

and to focus on them if necessary. Based on the capability of natural auditory systems to extract the

characteristics of individual audio sources from everyday complex auditory scenes, one can argue that the

knowledge about the presence of sounds in a mixture recording could be sufficient information for training

a separation system.

In this dissertation, I propose methods for audio signal representation and for training deep models that

are inspired by biological auditory systems, addressing two major challenges in the field of audio source

separation: i) separation of sources with a high level of energy overlap in both time and frequency domains,

and ii) training deep models on the source separation task when ground truth isolated sources are not

available. I develop a biologically-inspired audio representation that explicitly encodes spectro-temporal

modulation patterns, and hence disentangles audio sources that overlap in time and frequency in a way that

is practically useable for source separation and sound object recognition. I further propose a novel approach

to training an audio separation system in the absence of strongly labeled auditory scenes. In this approach

an audio classification system guides the separation training.
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CHAPTER 1

Introduction

“ If we had machines that could hear as humans do, we would expect them to be able to

easily distinguish speech from music and background noises, to pull out the speech and

music parts for special treatment, to know what direction sounds are coming from, to

learn which noises are typical and which are noteworthy. Hearing machines should be

able to organize what they hear; learn names for recognizable objects, actions, events,

places, musical styles, instruments, and speakers; and retrieve sounds by reference to

those names.

”
Richard F. Lyon, Machine Hearing: An Emerging Field

Parsing the auditory scene into meaningful components and focusing on the most informative sound

sources are tasks which biological audio processing systems (e.g., mammalian or avian auditory systems)

have evolved to perform efficiently. To get an idea of how brilliantly our own auditory system works, imagine

being in a busy coffee place, one of many complex and highly dynamic soundscapes we might encounter

in daily life. In such a location, you are surrounded by people speaking, potentially in different languages.

There is usually music playing in the background. Baristas shout ready orders, on top of the clicks and

clacks of utensils and dishes. Occasionally the sound of someone laughing loudly, or a glass breaking, or a

dog barking, or a baby crying might be added to the mix. In spite of all this information bombarding your

auditory system, you are capable of having a conversation with your friend who is sitting across from you. A

number of complicated processes are carried out by your auditory system so that you are able to engage in

this conversation naturally and without any conscious effort, including: focusing on auditory streams coming

from the direction of your gaze and suppressing those coming from the left, right, or behind you; identifying

the pitch and timbre of your friend’s voice among a group of speech streams that might all be coming from
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the direction of your gaze; ignoring (tuning out) all sources of auditory information that are not important

to you at the moment, including the background music, clicks and clacks of the dishes and the crying baby

running around the next table. Not to mention that all the while you are capable of keeping an ear out

for important sound events that might occur shortly, like your ready order of soy latte being announced.

It has taken a whole research community, decades of work, and huge amounts of computational resources

only to understand the mechanisms involved in one of these auditory tasks (e.g., speech enhancement, timbre

recognition, source localization) and to engineer systems that can perform them half as effectively as humans.

The study and design of machines that are able to analyze the auditory scene and organize sound into

parts that are perceptually meaningful to humans is referred to as machine hearing [5]. Such machines are

expected to distinguish between different sound categories (e.g., speech, music, background noise), focus on

a sound source of interest coming from a certain direction or accompanied by many different sources (the

famous cocktail party problem [29] [71]), and suppress unimportant sounds (e.g., air conditionner humming

noise or the background music in the coffee place example).

The tasks performed by current hearing machines are typically handled by algorithms that are developed

separately and independently from one another. Audio source separation, e.g., separating the singing voice in

a song from background music [87][85][55][21][32][93][66], speech recognition in noisy environments or multi-

speaker scenarios [14][29][11][72], and environmental sound detection and classification, e.g., recognizing dog

barking or traffic noise [109][53][10][40] are a few examples of such tasks.

A common feature of all these sound processing algorithms is that their performance and the difficulty of

combining them with other algorithms are heavily affected by the audio representation they receive as input.

If the input representation has fundamental limits, the algorithm may not be able to extract the information

required for the task, no matter how intelligent it is. Moreover, if the information required for a particular

auditory task is deeply buried in a representation, the algorithm performing this task will inevitably grow

very complex/task-dependent in its feature extraction stage. Combining a set of single-task algorithms into

a multi-task auditory scene analysis system would be both non-trivial and computationally inefficient if each

algorithm applies its own task-specific and complex feature extraction stage to a low-level representation

shared by all algorithms.
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Most available audio processing algorithms are applied to minimally processed representations which

will be referred to as low-level audio representations in this work 1. Research has been mainly focused

on the performance improvement of individual algorithms thus far and less attention has been paid to the

audio representations used as input. For instance, most source separation algorithms, regardless of their

structural complexity or cues they use, receive as input some variant of time-frequency representations

[87][85][55][21][32], e.g., STFT, CQT [91], and Mel Frequency Cepstral Coefficients (MFCCs) [56]. Most

approaches deal with the complexities of the source separation task at the algorithmic level and at the

representation stage focus only on extracting basic cues from these low-level representations.

The superiority of natural audio processing mechanisms might not be merely due to the way extracted

information from the input representation is analyzed and stored, but also to the use of superior audio

representations. The mammalian auditory system, for instance, has been shown to extract the information

required for the analysis of complex auditory scenes very effectively [62][75][9]. An interesting example is

the existence of neurons in the primary auditory cortex of mammals that respond to a variety of spectro-

temporal modulation patterns [13][9]. Furthermore, recent studies have found evidence on the plasticity of

the feature extraction stages in the mammalian auditory system with respect to the attended auditory task

[22][23][28]. That is, as a mammal attends to a sound, the audio representations in their auditory system

adapt, on the fly, to make that sound more prominent and easy to distinguish. These findings can inspire

the design of audio representations that make the information required by machine hearing algorithms more

easily accessible and show flexibility with respect to the requirements of different audio processing tasks.

The first part of this dissertation deals with the development of an audio representation explicitly

encoding the spectro-temporal modulation patterns as additional dimensions. In the second part, first a

multi-task framework combining audio classification and audio source separation (two crucial machine hearing

tasks that are closely related to perceptual auditory tasks: auditory object identification and auditory stream

segregation 2) is proposed for training source separation systems when ground truth sound sources are not

available to be used as training targets, and then the new representation will be used as input to this joint

separation-classification system.

1It should be noted that deep learning methods such as deep clustering [32], which map a low-level representation, e.g., STFT
into an embedding space for mask inference, still perform source separation in the STFT domain.
2Throughout this document distinct terminology will be used for automated/machine hearing algorithms versus perceptual
tasks that could inspire the design of those algorithms.
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Figure 1.1. The time-frequency representation (magnitude CQT) of a complex auditory
scene (top). There are five sources in this scene: street noise, music, speech, dog bark,
and fire truck siren. Darker colors mean higher magnitudes. The bottom plot shows the
ideal binary masks, which are generated by assigning the mixture energy to the most salient
source at each time-frequency bin. Each color corresponds to one audio source.

Audio source separation refers to the task of estimating n individual sound sources given an m-channel

recording of a complex auditory scene, also known as mixture. The top panel of Figure 1.1 shows the

magnitude CQT of a recording of the auditory scene in a busy street including five distinct sources: street

noise, music, speech, dog bark, and fire truck siren. Isolating the speech or dog bark in this mixture of sounds

is an example of the separation task. Separation via mask inference [113][76][50] is a common approach to

solving the under-determined source separation problem, in which the number of sources exceeds the number

of recorded channels, i.e., n > m, and thus the spatial/inter-channel information is not sufficient to perform

source separation via beamforming [74] or Independent Component Analysis (ICA) [64]. The bottom panel

of Figure 1.1 illustrates the ideal binary masks corresponding to the sound sources available in the audio

mixture presented in the top panel The masks are generated by assigning the mixture energy at each time-

frequency point to the source with the highest energy at that point.
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Supervised mask inference methods, specifically those using deep neural networks have become very pop-

ular over the past decade, due to their successful performance in a variety of denoising and source separation

tasks including speech enhancement [17][57][115][120][122], speech separation [32][35][44][50][58][96][117][126],

and music separation [60][106][92][49]. A major challenge faced by supervised masking-based separation

approaches is that they typically require a large dataset of isolated sound sources to generate target time-

frequency masks used in model training. Obtaining the isolated sources that compose an audio mixture

may be expensive or require complicated recording setups. In some scenarios, it may not even be possible

to record sounds in isolation, e.g., recording a bird song in a forest or recording the sound of a machine

part that only occurs when a machine is running. In cases where isolated sources are not available for mask

estimation training, it is also unrealistic for humans to manually label the audio mixtures at the granularity

level of time-frequency bins (imagine creating the binary masks in the bottom plot of Figure 1.1 manually!).

Natural audio-processing systems (e.g, the mammalian auditory system) on the other hand, do not

require isolated sources in order to learn to analyze auditory scenes. Humans hardly ever hear sounds in

perfect isolation, but still can learn to identify different types of sounds and to focus on them if necessary

(segregate a single audio source from the rest of the auditory scene). Based on the capability of natural

auditory systems to extract the characteristics of individual audio sources from everyday complex auditory

scenes, one can argue that the knowledge about the presence of sounds in a mixture recording could be

sufficient information for training a separation system. A separation system that can learn from audio

mixtures relying only on the information about the present sound types would make the dataset generation

much easier, since recording a mixture of sounds in complex auditory scenes is much simpler and less

expensive than recording single sound sources in perfect isolation. It is also reasonable to assume that even

non-experts can produce limited labels for the activity of sound sources within some time range, and thus,

any mixture recording along with such annotations can be used for training.

I will take an auditory-inspired approach to supervised audio source separation training. The differences

between my approach and current methods are: i) the separation system receives as input the auditory-

inspired representation developed in the first part, which is shown to provide higher separability than com-

monly used representations, ii) rather than ideal masks, the information about presence or absence of certain

types of sounds in a short segment of the input mixture is used as target for training. It is important to note

that since the separation system still outputs estimated sources in the representation domain, this approach
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requires a system that maps the source energies in the mixture or isolated source representations to sound

activities over time.

Auditory object identification, a central task in auditory scene analysis, refers to recognizing the type of a

sound among a group of known (or even unknown) sound objects. It is closely related to audio classification in

the sense that the identified source can be regarded as a member of a class of sounds, for instance, recognizing

a dog bark in the recording of a busy street, where the set of present sound types/classes may include speech,

street music, cars passing, construction noise, etc. In this work, an audio classification/identification system

will be employed to perform the mapping between audio mixtures or estimated sources (by the separation

system) to sound presence information. It will be demonstrated that if this classification system is pre-

trained to identify sound types in audio mixtures, it can be used for training the separation system in the

absence of isolated sources.

1.1. Contributions

In this dissertation, I develop approaches to audio representation as well as joint identification and

separation of auditory objects. The main contributions of this work include:

• A bio-inspired audio representation, explicitly encoding spectro-temporal modulation patterns.

This representation, termed MCFT, has been shown to improve audio source separation [77][81]

and audio classification [78], two of the most important tasks in machine hearing (Chapter 2).

• A novel approach to training an audio source separation system in the absence of strongly labeled

auditory scenes [79]. In this approach, an audio classification system guides the separation training

(Chapter 3).

• A subsampled version of the MCFT, termed L-MCFT with a significantly smaller size that can

be easily used in the context of deep learning, particularly as the input to the joint separation

classification framework developed as part of this dissertation (Chapter 4).

1.2. Broader Impact

Biological systems perform many auditory tasks better than any automated systems developed to date.

Most automated audio processing systems are not applied to audio representations similar to those used in

biological systems. An audio representation that duplicates the functionality of biological representations
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in their elaborate feature extraction would make it easier to combine different audio processing tasks (e.g.,

audio classification and audio source separation) and thus is of interest to many fields of research.

Speech processing and music information retrieval can benefit from such a representation in the de-

velopment of more flexible and efficient technology. The proposed representation can be used in a broad

range of applications, including audio source separation [87][85][55][21][32], speech recognition [94], speaker

identification [86], classification of human vocalization [78], musical timbre analysis [6], and automatic label-

ing of environmental sounds [7][40][41]. Privacy preserving audio encoding, e.g., speech blurring, is another

potential application, where explicit encoding of speech related characteristics makes it possible to blur out

the speech when encountered, without harming the information in the rest of the scene.

Typically, findings in the fields of neuro-/psychoacoustics inspire the design of better audio signal pro-

cessing tools, e.g. Mel-scale spectrograms [100][34], which are widely used in speech processing [47][110][26].

In return, the signal processing knowledge and advances provide necessary tools for the development of more

accurate auditory models used in neuro-/psychoacoustics studies, e.g., the use of filterbank design tech-

niques in auditory system modeling [63]. The proposed work may thus suggest new directions for creation

of methods that close the loop between audio signal processing and neuro-/psychoacoustics.

Auditory-inspired audio processing methods, e.g., audio source separation and speech enhancement

algorithms using auditory-inspired feature extraction stages could be helpful in the advancement of hearing

aid technology. Such algorithms facilitate the segregation of auditory scene by selective amplification of

important sound sources [83]. The performance of digital assistants such as Amazon Echo and Google Home

could be improved by employing algorithms that combine multiple auditory tasks, e.g., audio classification

and audio source separation with a less complex structure. The design of human-like sound processing

systems based on the proposed representation and combination of auditory tasks can be of great assistance

to Artificial Intelligence (AI) and robotics research. Navigating a space through sound stimuli could become

easier for robots with human-like sound processing mechanisms.

The development of model training techniques that work in the absence of strongly labeled auditory

scenes would render the data acquisition stage in speech and music processing faster and less expensive.

Moreover, such techniques would have a significant impact on fields where recording perfectly isolated sources

is almost impossible, e.g., in urban or natural (birds/wildlife) soundscapes. Less burdensome data collection
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would result in the development of models that are trained on larger and more diverse datasets, can be

updated with new data more frequently, and thus have a higher generalization power.

1.3. Structure of the Dissertation

The remainder of the dissertation and the relevant publications are organized as follows:

• Chapter 2 presents the MCFT, a new auditory-inspired audio representation [77][81].

• Chapter 3 presents a novel approach to supervised audio separation training [80] [79].

• Chapter 4 presents a subsampled version of the MCFT, named L-MCFT and the joint separation-

classification system that receives the L-MCFT as input.

• Chapter 5 summarizes the observations, draws conclusions, and lays out future directions.
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CHAPTER 2

Multi-resolution Common Fate Transform

In this chapter, I present my work on the development of the MCFT [77][81], an audio representation

whose design was inspired by the common fate principle (see Section 2.1). The MCFT was initially developed

in the context of audio source separation, however, it has been proven to be also useful for classification of

sounds with distinct spectro-tempral modulation characteristics [78]. In addition to temporal and spectral

information, the MCFT encodes spectro-temporal modulation patterns as explicit dimensions, and thus

increases the separability of mixtures of multiple audio signals that overlap in both time and frequency

domains (see Section 2.3). The MCFT combines the invertibility (i.e., being able to reconstruct a time-

domain audio signal given its representation in another domain) of a state-of-the-art representation, the

CFT, and the multi-resolution property of the cortical stage output of an auditory model. Since the MCFT

is computed based on a fully invertible complex time-frequency representation, separation of audio sources

with high time-frequency overlap may be performed directly in the MCFT domain, where there is less overlap

between sources than in the time-frequency domain. The MCFT circumvents the resolution issue of the CFT

by using a multi-resolution 2D filter bank instead of fixed-size 2D windows. The remainder of this chapter:

• Describes the MCFT and discusses its properties with the aid of illustrative examples.

• Provides definitions and objective measures for two desirable representation properties: separability

of source signals and clusterability of components of each signal.

• Presents and compares the results of source separation via ideal binary masking in different repre-

sentation domains, on a comprehensive dataset of audio mixtures of musical tones played in unison,

including audio samples from a wide pitch range and a variety of instruments/playing techniques.
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2.1. Background

Audio source separation refers to the task of estimating n individual sound sources given an m-channel

recording of a complex auditory scene, also known as mixture. It is an important enabling technology to

a variety of applications, including: automatic speaker identification in a multi-speaker scenario [11, 29],

speech recognition in noisy environments [14], musical instrument recognition in polyphonic audio [30],

music remixing [124], music transcription [82], upmixing of stereo recordings to surround sound [20, 37], and

lyric-music synchronization [24].

Underdetermined source separation is an important scenario, where the number of sources exceeds the

number of recording channels, i.e., n > m. Separation via mask inference is a common approach to solving

the under-determined source separation problem [61][119][114], where the spatial/inter-channel information is

not sufficient to perform source separation via beamforming [74] or Independent Component Analysis (ICA)

[64]. In this work, I focus on one of the most common underdetermined scenarios: performing separation on

monophonic or stereo recordings of mixtures of two or more sound sources.

In a typical mask inference approach, first the raw audio signal is transformed into a representation

with a higher level of separability, i.e., less energy overlap between sources, and ideally better clusterability,

i.e., a mapping of mixture components such that components belonging to a single source are close to one

another and far from the components of other sources. In this representation domain, each source is isolated

by setting the components of other sources to zero, in other words, masking the energy coming from other

sources. In the final step, the time-domain version of each isolated source is estimated by applying an inverse

transform to the corresponding masked representations.

The time-frequency representation domain (e.g., STFT or CQT) is most commonly used for masking-

based source separation, where the mixture energy at each time-frequency bin is either assigned to a single

source (via binary masking) or distributed between different sources (via soft masking). Dealing with high

levels of energy overlap between sources is a major challenge faced by source separation algorithms that use

time-frequency representations as their input. In general, regardless of the algorithm, if the input mixture

is represented in the time-frequency domain, performance degrades as the time-frequency energy overlap

between sources increases.

A number of source separation approaches map a time-frequency representation to another representation

domain, so that the source separation problem can be solved through distance-based clustering. Clusters,
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which are assumed to correlate with sources, are then used to create time-frequency masks. Examples

include approaches that perform the mapping with a mathematical formula, such as DUET [87] and Kernel

Additive Modeling [55], as well as methods that learn a higher-dimensional embedding from data, such as

Deep Clustering [32]. In all these cases, the final masking is performed in the time-frequency domain, which

leaves the issue of time-frequency energy overlap unresolved.

The type of processing performed in the human auditory system can inspire the development of richer

(higher dimensional) representations that capture more information about the properties of audio signals as

additional dimensions, and thus inherently increase the chance of better separation. Such rich representations

would reduce the burden of feature extraction on the algorithmic side of source separation and thus allow the

design of low-complexity algorithms that can be combined more easily. Consider, for instance, the common

fate principle, a concepts borrowed from Gestalt psychology and applied to the domain of psychoacoustics

by Albert Bregman [5]. The Gestalt principle of common fate states that humans tend to perceive visual

components that move in the same direction and/or with the same velocity as being more related than

stationary components or those moving in different directions. Bregman (in [5], page 249) describes an

example of the common fate principle as follows:

“ Let us imagine that we had a photograph taken of the sky. It shows a large number of

birds in flight. Because they are all facing the same direction and seem to be at the same

distance from the camera, we think that they are a single flock. Later we are shown

a motion picture taken of that same scene. On looking at this view, we see that there

were two distinct flocks rather than only one. This conclusion becomes evident when we

look at the paths of motion. One group of birds seem to be moving in a set of parallel

paths describing a curve in the sky. Another group is also moving in a set of parallel

paths but this path is different from that of the first group. The common motion within

each subgroup binds the group together perceptually and, at the same time, segregates it

from other group. The common motion within each group is an example of the Gestalt

principle of common fate.

”
Figure 2.1 illustrates a simple example of the common fate principle. In the left picture, all of the thirteen

arrows point to the same direction. As a result, they are perceptually bound together as one group of visual
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Figure 2.1. An illustrative example of the Gestalt principle of common fate. In the left
picture, all visual elements (arrows) point to the same direction, and thus they are perceived
as parts of one group. In the middle picture, the arrows are perceptually divided into two
groups based on the direction to which they are pointing. In the right picture, the two
groups are distinguished with different colors.

elements. In the middle picture, on the other hand, the six inner arrows point in a downward direction while

the seven outer arrows point upward. These arrows, therefore, are “perceived" as belonging to two different

groups. If these pictures are presented to a computer vision algorithm performing the same arrow-grouping

task, the algorithm should clearly be able to make inferences based on the concept of direction in a two-

dimensional space. Now imagine using a richer representation instead, where directionality is also explicitly

encoded as an additional dimension, e.g., color, as is shown in the right picture. The same results can be

achieved in this case by a simpler algorithm that groups visual objects merely based on their color.

Bregman (in [5], page 250) explains how the Gestalt principle of common fate can be translated from

the visual domain to the domain of auditory scene analysis:

“ The principle of common fate also has an application in audition. Suppose it was found

that two frequency components were changing synchronously by proportional amounts.

This would seem to be very unlikely by chance. It is much more reasonable to assume

that the two are parts of the same sound, that is, that they have arisen from the same

physical disturbance in the environment. It is likely in our world that those frequency

components that arise from a single acoustic source will go on and off at more or less

the same time, will glide up and down in frequency together, will swell and decline in

intensity together, and so on.

”
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Figure 2.2. The magnitude CQT of two audio examples from Auditory scene analysis: The
perceptual organization of sound [5] (No. 19 and 20): demonstrations of fusion based on
common frequency modulation.

Based on this description, spectral components with the same spectro-temporal modulation properties

(i.e., components moving up and down together in the time-frequency domain with a logarithmic frequency

scale) are more likely to be grouped together and perceived as a single audio stream by human listeners.

Figure 2.2 depicts the magnitude CQT (a widely used time-frequency representation) of two audio examples

from Auditory scene analysis: The perceptual organization of sound [5], demonstrating perceptual fusion of

spectral components based on common frequency modulation. The left panel shows a synthesized harmonic

sound composed of eight partials. In the beginning, none of the partials is modulated and thus they are all

fused and perceived by humans as one stream. In the middle section, a subset of partials are modulated,

resulting in the perception of two different sound streams, one with a steady pitch and one with a pitch that

moves up and down. When the modulation is turned off in the last part, the audio signal sounds like a single

source again. In the right panel, audio signals with the same set of partials but two different modulation

patterns are shown. When all partials are modulated with the same pattern, be it the periodic sinusoidal-

like pattern or up-/down-ward glides, they fuse and are perceived as a single stream. However, dividing the

partials into two subsets and modulating them differently results in the perception of two streams.

The human voice is an everyday example of a harmonic sound featuring a wide variety of modulation

patterns. Figure 2.3 shows two examples of human vocalization. A short excerpt of spoken words is presented

in the left panel. It can be clearly observed that the movements of overtones in the time-frequency domain

follow that of the fundamental frequency at each instant of time. For instance, the first word, “row" (0 sec
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Figure 2.3. The magnitude CQT of recordings of human voice. The left panel shows a short
excerpt of a spoken phrase (row, row, row your boat). The right panel shows an example of
a singing female voice (singing ah using the long trill technique).

to 1 sec), is uttered with an upward gliding pitch, that is, a quick upward movement of all partials over

a wide range of frequencies, while the harmonic relationship between them is preserved at each instant of

time. The right panel shows an excerpt of a female singing voice. The singer is trying to maintain a steady

pitch while using the long trill technique. The frequency modulation in this case has a sinusoidal pattern

and stays within a much narrower range of frequencies centered around each partial. Again, an interesting

observation is that the partials move up and down synchronously and thus their harmonic relationship is

preserved throughout. These two examples demonstrate why the human auditory system uses the common

fate principle as a grouping strategy in perceptually fusing the partials in any kind of human vocalization

and making their combination sound like a single stream.

Harmonic musical sounds are yet other examples of physical systems with overtones that co-vary in time

and frequency, making a common-fate assumption useful. Figure 2.4 shows two musical sound examples. An

excerpt of a violin sound playing the note C4 (with a fundamental frequency of 261.63 Hz) with the vibrato

technique is depicted in the left panel and an excerpt of a trombone sound playing the same note with

the tremolo technique in the right panel. The vibrato modulation is very subtle as opposed to the tremolo

modulation which produces quite pronounced and intricate spectral patterns. What these two example

sounds have in common, however, is the perceptual fusion of their many partials into a single sound stream

by human listeners.
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Figure 2.4. The magnitude CQT of recordings of the musical note C4 (261.63 Hz), played
by two different instruments and with two different techniques: violin-vibrato (left) and
trombone-tremolo (right).

In addition to the results of psychoacoustics experiments on humans, indicating the important role

common modulation patterns play in auditory stream formation, there is now physiological evidence for

this phenomenon from experiments on the auditory system of small mammals (e.g., ferrets). Recent studies

on the primary auditory cortex of small mammals have also shown the importance of spectro-temporal

modulation patterns in audio perception and streaming [13] [15] [9]. These studies suggest that the neuronal

response of the primary auditory cortex to different spectro-temporal modulation patterns, termed STRFs

can be regarded as a bank of two-dimensional filters, each focusing on a particular modulation pattern and

segregating all auditory elements with that type of modulation (e.g., all partials of a musical note) from the

rest of the auditory scene.

As mentioned earlier, when there are multiple sources in an auditory scene, the spectral components

that may belong to one stream according to the common fate principle are not easily distinguishable in

time-frequency representations, due to overlap. Accounting for spectro-temporal modulation properties as

explicit dimensions in a representation would facilitate the extraction of this information without requiring

the source separation algorithms to grow too complex. A representation that explicitly encodes spectro-

temporal modulations will be useful in processing sounds with a rich modulation profile, such as human

vocalization (e.g., speech and singing) and music (see Figures 2.3 and 2.4). In the next section, I provide a

brief review of prior work on commn-fate-based audio source separation and audio representation design.
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2.2. Related work

The Short-time Fourier Transform (STFT) and Constant-Q Transform (CQT) [91] are two examples of

general time-frequency representations commonly used for audio processing. A major shortcoming of these

low-level representations is that they do not explicitly encode the spectro-temporal modulation information,

a very important cue in audio perception. As a result, the burden of extracting modulation patterns falls

on algorithms that rely on such information and use time-frequency representations as input.

The common fate principle has been employed by some methods such as Non-negative Tensor Factoriza-

tion (NTF) [21] [12] at the algorithmic level, while leaving the underlying audio representation (magnitude

spectrogram) unchanged. The method proposed by Abe et al. [1] is an early work that exploits modulation

properties for source separation.

In a recent attempt to address the difficulty in the separation of same pitch (unison), frequency-

modulated sources, Stöter et al. [103] proposed a 4D representation, named the Common Fate Transform

(CFT), which explicitly captures common fate. The CFT is computed by dividing the complex STFT of

an audio signal into overlapping 2D windows and then analyzing each windowed segment by the 2D Fourier

transform. The CFT is fully invertible and presents time, frequency, and modulation information as explicit

dimensions. Stöter et al. demonstrated that, compared to standard time-frequency representations, the

CFT can provide higher separability for harmonic sounds with close fundamental frequencies, but different

modulation patterns. However, a shortcoming of the CFT is that it uses a fixed-size 2D window in the

time-frequency domain for capturing local modulation patterns, which could range from very slow to very

fast. The choice of the fixed window size limits the transform-domain resolution, and hence affects the sep-

aration results for sources with close modulation patterns. To achieve maximal performance for a particular

situation, a knowledgeable user must select the appropriate window size. It would, however, be preferable

to attain good separation results without having the need for hand-tuning the window size. The resolution

issue of the CFT can be addressed by using a multi-resolution approach, i.e., analyzing the time-frequency

representation over a range of window sizes, or equivalently through a filter bank.

The auditory model proposed by Chi et al. [9] emulates the important aspects of the cochlear and

cortical processing stages in the auditory system of small mammals. It transforms the audio signal into a 4D

representation based on a multi-resolution analysis approach. The output representation captures spectro-

temporal modulation patterns as two additional dimensions, named scale and rate. It should be noted that
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the main goal in the design of these auditory models is to replicate the outputs of natural audio analysis

stages as closely as possible. They, therefore, create lossy representations that do not contain all the detail

needed to achieve perfect (mathematically zero-loss) reconstruction of the original waveform (also known

as invertibility). Iterative reconstruction algorithms approximating the waveform within some error margin

have been proposed [9][97][98]. However, the quality of the output audio still suffers from some distortion,

which hinders their use in machine hearing tasks that require perfect reconstruction of time-domain signals,

e.g., audio source separation.

Krishnan et al. [46] proposed a source separation algorithm that uses the output of Chi’s auditory model

to build time-frequency-domain masks, but since it is forced to apply masking in the time-frequency domain

(because Chi’s model is not invertible), it remains susceptible to time-frequency overlap between sources.

Mesgarani et al. [69] proposed a speech enhancement method based on filtering the noisy signal in the full 4D

representation domain. The method is able to suppress noise with distinctive modulation patterns even in

cases where there is time-frequency overlap between the speech and noise. However, to recover the acoustic

signal they use the signal estimation algorithm accompanying the auditory model, which despite preserving

the intelligibility of speech signals suffers from poor reconstruction quality.

The remainder of this chapter is organized as follows: I introduce separability and clusterability, two

important properties of audio representations affecting the performance of source separation algorithms in

Sections 2.3 and 2.4. The precursors to this work, the Common Fate Transform (CFT) and Chi’s auditory

model, are then studied in detail in Sections 2.5 and 2.6, respectively. In Section 2.7, I present the Multireso-

lution Common Fate Transform (MCFT) and discuss its important properties. Experimental results showing

the separability and clusterability of a variety of representations are presented in Section 2.8. Section 2.9

concludes the chapter and briefly discusses the significance of this work.

2.3. Audio representation and separability

In this section, I introduce the concept of separability as a measurable property of audio mixtures.

The separability of two signals depends on the properties of the signals and also the properties of the

representation domain. What seems inseparable in one representation domain may be easy to separate

in another. Figure 2.5 shows four simple mixtures represented in different domains. The first example,

displayed in Panels (a) and (b), is a mixture of two single-frequency sinusoids in the time and frequency
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Figure 2.5. Examples of simple audio mixtures with different levels of separability based
on the representation used. Panels (a) and (b) display a mixture of two single frequency
sinusoids, represented in the time domain and in the frequency domain respectively. In
panels (c) and (d), a mixture of two linear chirps is demonstrated, in the frequency domain
and in the time-frequency domain respectively. Panels (e) and (f) show mixtures with
overlapping energy in the time-frequency domain (a mixture of two linear crossing chirps
and a mixture of two sinusoids with different frequency modulation patterns).

domains respectively. Clearly, the separation task is very difficult in the former case, while quite easy in

the latter. Panels (c) and (d) present the second example, a mixture of two linear chirps, in the frequency

and time-frequency domains respectively. Going from the frequency domain to the time-frequency domain

decreases the energy overlap between the two sources, and thus helps the separation. The two examples

in Panels (e) and (f) demonstrate that even the time-frequency domain is not immune to overlap between

sources as mixtures become more complex. As a matter of fact, the example of Panel (f), where the mixture

consists of sources with significant time-frequency overlap, presents one of the most challenging scenarios for

the source separation task.
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I now provide basic definitions for an underdetermined, linear mixture source separation problem. Let

x(t) denote a mixture of N time-domain audio signals, that is

(2.1) x(t) =

N∑
j=1

sj(t),

where t is the time index, sj(t) is the amplitude of the jth source in the mixture at time t, and uj(t) indicate

the sum of all sources interfering with sj(t), i.e.,

(2.2) uj(t) =

N∑
i=1,i6=j

si(t).

Assume a linear transform (such as the Fourier transform), denoted by T , is applied to the audio mixture

and its constituent sources, taking them from the time domain to a k-dimensional representation domain

D. Let d = (d1, d2, ..., dk) ∈ D be an arbitrary point in D, and let Sj(d) = T {sj(t)} and Uj(d) = T {uj(t)}

indicate the transformed versions of sj(t) and uj(t), respectively. In general, we assume transformed signals

to be complex valued.

An ideal binary mask separating the jth source from the rest of the mixture in the transform domain

can be defined as [88]

(2.3) Mj,γ(d) =

 1 if 20 log10

(
|Sj(d)|
|Uj(d)|

)
> γ

0 otherwise,

where γ, measured in deciBels (dB) is the masking threshold. Note that for the above formula to be valid,

both |Sj | and |Uj | values are assumed to be nonzero. In practice, the expression 20 log10 [(|Sj(d)|+ ε)/(|Uj(d)|+ ε)]

with ε << 1 is used to avoid numerical errors.

Equation (2.3) simply states that the total mixture energy at each point in the representation is assigned

to the jth source if it dominates the total interference from other sources by γ dB. In other words, the jth

source “loses" its energy at a given point if the energy ratio between the source and the interference does

not pass the masking threshold. It is possible to have points where none of the sources is dominant. The

values of all masks at such points are set to zero, and thus the mixture energy is not assigned to any of the

sources. Figure 2.6 presents an example of binary masks calculated from Equation 2.3. The top row shows

two harmonic signals with the same fundamental frequency, with and without frequency modulation, along

with their mixture. The binary masks corresponding to the two sources and their sum are shown in the
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Figure 2.6. Two harmonic signals, with and without frequency modulation, their mixture,
and ideal binary masks calculated from Equation (2.3), using γ = 5 dB. The two signals
have the same fundamental frequency (400 Hz). In the top row, columns (a) and (b) show
the two separate signals and column (c) shows their mixture. In the bottom row, columns
(a) and (b) show the ideal binary masks corresponding to the sources in the top row and
column (c) shows the sum of ideal binary masks. Signals and masks are represented in the
time-frequency domain. In all panels, darker colors mean higher values. In the bottom row,
black and white correspond to 1 and 0, respectively.

bottom row. It can be observed that if the masks are applied to the mixture, each source would lose some of

its energy at points where the two sources overlap. Moreover, the sum of masks (column (c), bottom row)

contains a number points with a value of zero. At these points, the mixture energy is not assigned to either

of the sources.

A measure of separability in a representation domain can be defined as the energy portion of the jth

source preserved through masking, normalized by the total energy of the original source, where both the

original and masked signals are placed within that representation domain. A version of such a measure,

named approximate W-disjoint orthogonality (WDO), introduced by Rickard et al. [88], is calculated by

placing the mixture into a time-frequency representation. It should be noted that the use of this energy ratio

measure is only appropriate when comparing different mixtures represented in the same domain. Due to the

dimensionality mismatch between the representation domains discussed throughout this work and different
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types of analysis methods and parameters involved in their computation (e.g., fixed-size windowing versus

multi-resolution filtering), the outputs of such a measure are not comparable across representations.

To measure how well different representations naturally separate sources in a mixture, I take an alter-

native approach, which makes comparison of different domains possible. Instead of measuring the preserved

energy ratio in the transform domain, the separability is inferred based on the quality of the time-domain

reconstructed sources that were separated via ideal binary masking in different representation domains.

Since the main assumption in computing ideal binary masks for a representation domain is the dominance

of at most one source at each point, the quality of the separated sources using such masks would be highly

correlated with the level of separability provided by the representation. For time-domain evaluation of the

separation performance, the BSS-Eval [111] objective measures Source to Distortion Ratio (SDR), Source to

Interference Ratio (SIR), and Source to Artifact Ratio (SAR) are used.

2.4. Audio representation and clusteribility

In this section, I present a measure of clusterability, an important property of representations that, to

my knowledge, has been little studied in the context of source separation. Clusterability can be defined as

the tendency of a representation domain to map the energy of audio sources such that the distance between

points belonging to one source (intra-cluster distance) is considerably smaller than the distance between

points from two different sources (inter-cluster distance). This is known as distance-based clusteribility [16].

A representation that enhances the distance-based clusterability would make the source separation task more

straightforward, as a simple distance-based clustering algorithm (e.g., Gaussian Mixture Models [128]) could

be used to assign energy to sources. This insight has been exploited in multiple source separation approaches

(e.g., Kernel Additive Modeling [55], DUET [87], Deep Clustering [32]).

In their approach to image segmentation as a graph partitioning problem, Shi et al. [95] proposed the

normalized cut, a criterion that simultaneously measures the total similarity between nodes belonging to

the same group and the total dissimilarity between nodes in different groups. Bach et al. [4] derived a loss

function based on the normalized cut for spectral clustering, a graph partitioning technique, which relies on

the eigenstructure of the similarity matrix in order to assign nodes with high similarity to the same cluster

and those with low similarity to different clusters. In this work, I use the normalized-cut-based loss function

of Bach et al. [4] as a measure of the clusterability offered by a representation. The ideal binary masks in
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a representation are considered the outputs of an ideal clustering algorithm for that representation. The

mask points with a value of one are treated as the nodes of an undirected weighted graph. The pairwise

distance in the representation space defines edge weights. This allows the computation of the value of the

normalized cut for the partitioning of the high energy points produced by ideal binary masks corresponding

to sources in an audio mixture. Low normalized cut values for a given representation imply high levels of

distance-based clusterability.

In practice, treating every point as equally important can be problematic. Since the only criterion

for passing a masking threshold is the dominance of the target source energy and not the absolute energy

level, there can be a large number of low-energy points in each estimated source representation that can be

counted in the source cluster without contributing much to the total signal energy. Therefore, magnitude

thresholding is applied to masks in order to remove low-energy points. A second motivation for the use

of this thresholding stage is to lower the computational burden in the calculation of similarity matrices by

removing points that contribute little. In the experiments, the threshold is set to 20 dB below the maximum

magnitude value for each estimated source.

LetW denote the similarity matrix for a given set of high-energy points in a k-dimensional representation

domain, D. Following the framework in Bach et al. [4], the similarity between two arbitrary points di and

dj can be assumed to be a diagonally scaled Gaussian function of the distance between the two points, i.e.,

(2.4) Wij = exp(−(di − dj)>diag(α)(di − dj)),

where Wij indicates the value on the ith row and jth column of the similarity matrix, α ∈ Rk is a vector of

positive weights, and diag(α) is a k × k diagonal matrix with diagonal α.

Next, I present a formulation of the normalized-cut-based loss function from Bach et al. [4], which is

employed in this dissertation as a measure of the clusterability offered by a representation. Let vn ∈ Rm be

the indicator vector for the nth cluster, i.e., vn ∈ {0, 1}m only has nonzero values for points belonging to the

nth cluster. With V = (v1, ..., vN ) ∈ Rm×N denoting the set of all indicator vectors associated with the N

clusters, the loss function can be written as

(2.5) L(V,W ) =
1

N − 1

N∑
n=1

v>n (D −W )vn
v>nDvn

,
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where D = diag(W1), (1 = (1, 1, ..., 1)> ∈ Rm), is a diagonal matrix, whose ith diagonal element is the sum

of all elements in the ith row of W . The value of L(V,W ) is always between zero and one, with lower values

indicating higher clusterability. A more intuitive objective measure can be defined as 1−L(V,W ), such that

higher values are associated with better clusterability.

2.5. Common Fate Transform

In this section, I provide a brief introduction to the Common Fate Transform (CFT), proposed by Stöter

et al. [103] and study the prominent characteristics of audio representation in this transform domain, which

make its use beneficial for the task of audio source separation.

As mentioned earlier, the CFT maps the signal energy from the time-frequency domain into a 4D space

based on the common fate principle. The time-frequency components are, therefore, grouped based on their

moving directions and mapped into different points in the target domain. Such a grouping property, which

arises from the use of the 2D Fourier transform is in particular advantageous when dealing with mixtures of

frequency-modulated harmonic signals. Since components of harmonic signals move up and down together

in the time-frequency domain, they are likely to be mapped into the same locations in the scale-rate domain,

causing harmonic elements of the same signal to group together in this representation. Such a mapping

potentially increases the separability and/or clusterability of the data points, and hence makes it easier to

isolate only those sound components belonging to the target source.

To formulate the transform, let us denote a single channel time-domain audio signal by x(t) and its

complex time-frequency-domain representation by X(ω, τ) = |X(ω, τ)|ej∠X(ω,τ), where ω, τ , |.|, and ∠(.)

respectively denote frequency, time, the magnitude and phase operators. In the original version of CFT

[103], X(ω, τ) is defined as the STFT of x(t). Due to the Hermitian symmetry of the Fourier transform of

real signals, only the values of X(ω, τ) for positive frequencies are stored for future processing.

In the following step, 2D windows, overlapped along both frequency and time axes are applied toX(ω, τ).

The 2D Fourier transforms of windowed segments are then computed and concatenated to form a 4D tensor.

To keep the terminology and notation consistent throughout this work, the 2D Fourier transform domain will

be referred to as the scale-rate domain. The scale and rate dimensions explicitly encode the spectro-temporal

modulation information, where the former captures the spectral spread and the latter the modulation velocity
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Transform Input Computation Steps Output
CFT x(t) STFT → 2D windows centered at (Ω, T ) → FT 2D Y (s, r,Ω, T )

ICFT Y (s, r,Ω, T ) IFT 2D → 2D overlap and add → ISTFT x(t)

Table 2.1. An overview of the computation steps in CFT and ICFT.

over time (see Section 2.7). Let Y (s, r,Ω, T ) denote the 4D representation generated by the CFT. Here, (s, r)

indicates the scale-rate coordinate pair and (Ω, T ) the 2D window centers along the frequency and time axes.

It should be noted that the CFT is perfectly invertible. The single-sided complex STFT, X(ω, τ), can be

reconstructed from Y (s, r,Ω, T ) by taking the 2D inverse Fourier transform of all patches and then performing

2D overlap-and-add. Subsequently, the time-domain signal, x(t), can be obtained by taking the 1D inverse

Fourier transform of all time-frames and performing 1D overlap-and-add. The operations performed in the

CFT and the ICFT computation are summarized in Table 2.1.

In the remainder of this section, I present illustrative examples of taking the 2D Fourier transform of a

time-frequency representation. This will provide the reader a more intuitive understanding of this domain.

In these examples, I consider the 2D representation domains in isolation and compare their properties. This

approach is taken mainly due to the difficulty of higher-dimensional visualization. However, it is important

to note that merely going from the time-frequency domain to the scale-rate domain does not necessarily

result in better separability or clusteribility. The power of the 4D representations studied in this work (CFT

and MCFT) lies in combining the information from the scale-rate domain and the time-frequency domain.

An analogy can be drawn to the example of Figure 2.5, Panels (c) and (d). Panel (c) shows that merely

going from the time domain to the frequency domain does not completely solve the problem of overlapping

energy. High separability is achieved when the time-domain information is processed over short windows

and then combined with the frequency-domain information, resulting in a higher dimensional representation,

displayed in Panel (d).

Figure 2.7 shows two harmonic signals, one with and one without frequency modulation, and their

mixture. Both signals have a fundamental frequency of 400 Hz, and hence overlap significantly in the time-

frequency domain. The magnitude STFTs of the three signals are depicted in the top row and the 2D

Fourier transforms of magnitude STFTs in the bottom row. As it can be seen, the energy of the non-

modulated source, represented by horizontal lines in the time-frequency domain is mapped into the zero-rate
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Figure 2.7. Two harmonic signals, with and without frequency modulation and their mix-
ture. The two signals have the same fundamental frequency (400 Hz). Columns (a) and (b)
show the two separate signals and column (c) shows their mixture. Signals are represented
in the time-frequency domain (top row) and in the scale-rate domain (bottom row).

line, whereas the energy of upward or downward moving ripples of the modulated source is mapped to points

scattered over non-zero rate values.

Figure 2.8 illustrates two crossing linear group-chirps moving in opposite directions and their mixture.

Each group of linear chirps with the same slope is considered as one source. The two sources overlap at

various points in the time-frequency domain. The plots in columns (a) and (b) show the two sources in the

time-frequency domain (top row) and scale-rate domain (bottom row) and the plots in column (c) show the

mixture. Each line in the “X" shape pattern that emerges in the scale-rate-domain representation of the

mixture corresponds to one moving direction. In this case, going from the time-frequency domain to the

scale-rate domain increases separability to some extent by remapping the components based on their moving

directions, and thus reducing the number of overlapping points down to one. One might argue that the

clusterability is also increased since the energy from parallel lines in the time-frequency domain, regardless

of their relative spacing, is mapped into a single line in the scale-rate domain.

In the above examples, only the effect of applying the 2D Fourier transform to the magnitude STFT is

considered. Nevertheless, it should be noted that the CFT is computed from the complex STFT, where the
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Figure 2.8. Two linear group-chirps (linear chirps with the same slope) with upward and
downward moving directions, each considered a separate source, and their mixture. The
two sources have energy overlap at various time-frequency points. Columns (a) and (b)
show the two separate signals and column (c) shows their mixture. Signals are represented
in the time-frequency domain (top row) and in the scale-rate domain (bottom row). We
note that the opposing directions of signal representations with respect to the vertical axis
in the original and transform domains (i.e. upward in one and downward in the other) is
adopted to be in consistence with the image processing literature, although we admit that it
might seem counterintuitive to readers that are not familiar with multi-dimensional signal
processing concepts.

inclusion of the phase would alternate previously observed patterns in the scale-rate domain. This is what

renders the time-frequency-domain audio representation more challenging to analyze through the 2D Fourier

transform than photographic images, which are typically 2D real signals.

Figure 2.9 shows the same example as in Figure 2.7 along with the scale-rate-domain representation of

the complex STFT. It can be observed that including the time-frequency-domain phase results in a shift

in the scale-rate domain. The scale-rate-domain representation is still expected to offer more separability

for the components overlapping in the time-frequency domain, although it seems to have lost the nice

clusterability property of the magnitude-only case. The experimental findings discussed in Section 2.8

confirm this expectation. That is, in going from the complex STFT domain to the CFT domain the results

show an increase in separability, although there is a possibility for the loss of clusterability. A general study

of the time-frequency phase is beyond the scope of this work and would be the subject of future research.
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Similar to the frequency resolution of the STFT which is determined by the time-domain window size,

the scale and rate resolutions are determined by the dimensions of the time-frequency-domain windows.

Consequently, the choice of the 2D window size has a direct impact on the representation quality of the CFT

in terms of the provided separability.

The effect of the window size on the transform-domain resolution is illustrated in Figure 2.10. Panel

(a) presents the magnitude STFT of a frequency modulated harmonic signal with a fundamental frequency

of 200 Hz. The 2D Fourier transforms of four windowed segments with different window dimensions are

depicted in Panels (b)-(e). As it is clearly observed in the plots, an increase in the window size along the

time or frequency axis results in an increased resolution along the rate or the scale axis respectively. In the

case with the lowest resolution in both directions shown in Panel (b), the scale-rate-domain representation of

the windowed segment is quite blurry and only a large peak at the center can be detected, whereas in higher

resolution cases, e.g., Panel (e), a number of lower peaks associated with upward and downward moving

components also appear in the plot. It can also be seen that each window, depending on its duration over
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Figure 2.9. The top row shows the two sources and their mixture in the time-frequency
domain. The bottom row shows the 2D Fourier transform magnitude of the complex STFT
of the signal. Compare this to Figure 2.7, which shows the 2D Fourier transform of the
magnitude STFT of the same signal.
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Figure 2.10. The effect of 2D-window size on resolution of the scale-rate-domain repre-
sentation of the magnitude STFT. Panel (a) shows the magnitude STFT of a harmonic,
frequency-modulated signal with a fundamental frequency of 200 Hz. Panels (b-e) show the
2D Fourier transform magnitude of the signal over window sizes of 16×16, 16×32, 32×32,
and 32× 64 respectively.

time captures one or both moving directions. For instance, the upward direction is not emphasized by the

short window of Panel (b) as strongly as it is by the longer windows of Panels (c) and (d).

No general guideline for choosing the window size is proposed by Stöter et al. [103], as the ideal window

clearly depends on the signal content. In the two following sections, I show how my proposed multi-resolution

approach in computing the time-frequency representation as well as the 4D representation largely eliminates

the need to select the right window size.

2.6. The auditory model of Chi et al.

The design of the MCFT was inspired by the multi-resolution aduitorty model of Chi et al. [9]. Recent

studies on the primary auditory cortex of small mammals have shown the important role spectro-temporal
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modulation patterns play in audio perception and streaming [13] [15] [9]. In [9], Chi et al. present a

computational model of early and central stages of the auditory system. The model outputs a 4D multi-

resolution representation capturing spectro-temporal modulation patterns.

Their auditory model is composed of two stages: cochlear and cortical. The cochlear stage, as the name

suggests, emulates the cochlear filter bank in performing spectral analysis on the input time-domain audio sig-

nal. The filter bank model is composed of 128 overlapping constant-Q bandpass filters, with logarithmically-

spaced center frequencies. The collective passband of filters covers approximately 5.3 octaves. The goal of

the cochlear stage in the model is to replicate, as accurately as possible, the time-frequency-domain represen-

tation of the audio signal generated by the cochlea and termed auditory spectrogram. To this end, additional

operations such as high-pass filtering, nonlinear compression, half-wave rectification, and integration are

performed on the output of the filter bank. These operations model the effect of processes taking place

between the inner ear and midbrain.

The cortical stage replicates the type of analysis performed by the primary auditory cortex. The neuronal

response of the primary auditory cortex to different spectro-temporal modulation patterns, termed Spectro-

temporal Receptive Fields (STRFs), can be regarded as a bank of 2D filters. The role of the filter bank is

to extract the spectro-temporal modulation patterns from the auditory spectrogram. Each filter within the

filter bank is tuned to a particular modulation pattern. The time-frequency-domain impulse responses of

the filters in the auditory model are modeled after STRFs ([13]).

STRFs are mainly characterized by: 1) their spectral spread (broad/narrow), referred to as scale 2)

their frequency modulation velocity over time (slow/fast), referred to as rate 3) their moving direction in the

time-frequency plane (upward/downward). Spectro-temporal modulation patterns are, therefore, described

in terms of their scale and rate values, measured in cycles per octave and cycles per second, respectively.

Scale and rate form the two additional dimensions (besides time and frequency) in the 4D output of the

auditory model. The STRF models proposed in [9] play the central part in the multi-resolution analysis of

modulation patterns. It is, therefore, important to go into some technical detail in this section about the

computation of the model.

Let us denote an STRF that is tuned to an arbitrary scale-rate parameter pair (S,R) by h(ω, τ ;S,R)

with ω and τ denoting the frequency and time respectively. Note that S and R are constant (scalar) values

for a single filter and determine the filter characteristics (i.e., spectral spread, frequency modulation velocity,
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and moving direction). We denote the 2D Fourier transform of the STRF by H(s, r;S,R), where the pair

(s, r) indicates an arbitrary point in the transform (scale-rate) domain. The parameter pair (S,R), which is

the same for h and H indicates the filter center in the scale-rate domain.

Mainly due to their diagonal movement in the time-frequency plain, STRFs cannot be modeled as

separable functions of frequency and time, that is, h(ω, τ) cannot be stated as h(ω, τ) = f(ω) ·g(τ). In other

words, more than one principal component would be required for describing the time-frequency-domain

representation of an STRF. Nevertheless, the 2D Fourier transforms of STRFs are quadrant separable,

meaning that they are separable functions of scale and rate in each quadrant of the scale-rate domain.

To derive the filter impulse response, first the spectral and temporal seed functions are to be defined.

Chi et al. modeled the spectral seed function as a Gabor-like filter

(2.6) f(ω;S) = S · (1− 2(πSω)2)e−(πSω)
2

,

and the temporal seed function as a gammatone filter,

(2.7) g(τ ;R) = R · (Rτ)2e−βRτ sin(2πRτ).

The dilation factors of the Gabor-like and gammatone filters in the above equations, S and R, are in

fact the filter centers in the scale-rate domain. The dropping rate of the temporal envelop, or equivalently

the filter bandwidth in the scale-rate domain, is controlled by the time constant of the exponential term,

β. Since STRFs are not separable functions of frequency and time, the moving direction (up/down) of the

time-frequency-domain components cannot be captured by a simple product of the seed functions. However,

the quadrant separability of these functions allows computing their 2D Fourier transform as the product of

the 1D Fourier transforms of the seed functions. This operation can be formulated as

(2.8) F (s;S) = FT 1D{f(ω;S)},

(2.9) G(r;R) = FT 1D{g(τ ;R)},

(2.10) H(s, r;S,R) = F (s;S) ·G(r;R),
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where FT 1D denotes the 1D Fourier transform.

To generate the time-frequency-domain representation of an up-/down-ward moving filter, the value of H

over a pair of opposing quadrants must be set to zero. The scale-rate domain response of the upward-moving

filter, indicated by H⇑(s, r;S,R) is defined as

(2.11) H⇑(s, r;S,R) =



H(s, r;S,R) (s ≥ 0, r ≤ 0)

H(s, r;S,R) (s < 0, r > 0)

0 otherwise.

Similarly, the response of the downward filter, H⇓(s, r;S,R) can be defined as

(2.12) H⇓(s, r;S,R) =



H(s, r;S,R) (s ≥ 0, r ≥ 0)

H(s, r;S,R) (s < 0, r < 0)

0 otherwise.

In the next step, the impulse responses are computed as

(2.13) h⇑(ω, τ ;S,R) = <{IFT 2D{H⇑(s, r;S,R)}}

(2.14) h⇓(ω, τ ;S,R) = <{IFT 2D{H⇓(s, r;S,R)}}

where <{.} denotes the real part of a complex value, and IFT 2D{.} the 2D inverse Fourier transform.

Examples of 2D filter impulse responses (STRFs) for different values of S and R are presented in Figure

2.11. Panels (a) and (b) correspond to upward moving filters, both with a rate of 4 cycles per second (a

full cycle of the sinusoidal pattern covers 0.25 seconds). Panels (c) and (d) show downward moving filters

with a rate of 2 cycles per second. In all panels, the frequency is shown on a logarithmic scale based on a

reference frequency f0, which maps frequencies that are separated by multiple octaves (an octave is a power

of 2 relationship between frequencies) to a linear scale. The scale value for Panels (a) and (c) is 0.5 cycles

per octave (a full cycle of 2 octaves), while Panels (b) and (d) demonstrate filters with a scale of 2 cycles

per octave.



51

(a)

0.2 0.4 0.6 0.8 1.0

.5 f0

1 f0

2 f0

4 f0

8 f0

16 f0
 F

re
qu

en
cy

(b)

0.2 0.4 0.6 0.8 1.0

.5 f0

1 f0

2 f0

4 f0

8 f0

16 f0

(c)

0.2 0.4 0.6 0.8 1.0
 Time (sec)

.5 f0

1 f0

2 f0

4 f0

8 f0

16 f0

 F
re

qu
en

cy

(d)

0.2 0.4 0.6 0.8 1.0
 Time (sec)

.5 f0

1 f0

2 f0

4 f0

8 f0

16 f0

Figure 2.11. Impulse responses, known as Spectro-temporal Receptive Fields (STRFs), of
four filters from the 2D filter bank: (a) Upward-moving STRF h⇑(ω, τ ;S = 0.5, R = 4) (low
scale, high rate). (b) Upward-moving STRF h⇑(ω, τ ;S = 2, R = 4) (high scale, high rate).
(c) Downward-moving STRF h⇓(ω, τ ;S = 0.5, R = 2) (low scale, low rate). (d) Downward-
moving STRF h⇓(ω, τ ;S = 2, R = 2) (high scale, low rate). The frequency is displayed on
a logarithmic scale based on a reference frequency f0.

To compute the output representation, a bank of 2D filters, computed as described for various (S,R)

values and different moving directions is applied to the auditory spectrogram. The 4D output of the cortical

stage is denoted by Z(S,R, ω, τ), where (S,R) give the filter center in the scale-rate domain. Note that

since the fast Fourier transform has a lower computational complexity than convolution, filtering can be

performed more efficiently in the scale-rate domain.

The main disadvantage of the output representation of the auditory model, which hinders its use in

signal processing tasks such as source separation, is the lack of invertibility. The non-linear operations in

the cochlear stage and the removal of phase-related information makes perfect reconstruction of the original

audio waveform from their representation impossible. An algorithm for estimating the time-domain signal

from the 4D output representation is proposed in [9]. Unfortunately, the quality of the estimated audio

signal is not acceptable for audio processing applications.
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2.7. Multi-resolution Common Fate Transform

In this section, I propose a new representation, which circumvents the shortcomings of the Common Fate

Transform (CFT) and the auditory model output and combines their strengths. To address the invertibility

issue, the auditory spectrogram is replaced by a fully invertible complex time-frequency representation with

log-scale frequency. The Constant-Q Transform (CQT) is a multi-resolution time-frequency representation,

where the resolution is progressively more coarse-grained as frequency increases. The log-scale frequency

spacing of the CQT is similar to the frequency spacing of the auditory spectrogram in Chi et al. auditory

model (see Section 2.6). Unlike the auditory spectrogram, however, the CQT captures the phase. In the

implementation, I use the CQT as proposed by Schörkhuber et al. [91], which is fully invertible back to the

time domain.

To compute the new 4D representation, the cortical filter bank of the auditory model is applied to the

complex CQT of the audio signal. This new representation is termed the Multi-resolution Common Fate

Transform (MCFT), and denoted by Z̃(S,R, ω, τ). The MCFT addresses the resolution issues of the CFT in

the time-frequency domain as well as the scale-rate domain. The linear-scale frequency of the STFT offers

a fixed resolution for the whole range of musical notes. Given that the fundamental frequency of musical

notes are distributed on a logarithmic scale, the STFT would not be able to resolve low-frequency notes as

effectively as high-frequency notes.

The use of a multi-resolution 2D filter bank instead of fixed size 2D windows in the spectro-temporal

modulation analysis stage allows the representation of 2D sinusoidal patterns with high as well as low

frequencies at the same time (highly localized and long-term modulation patterns), and thus results in an

improvement in the scale-rate domain resolution of the MCFT compared to the CFT (see Figure 2.10). The

difference between the modulation analysis stages in the MCFT and CFT is analogous to the difference

between the frequency analysis stages in the CQT and STFT, in that one of the transforms performs the

short-term analysis through fixed-size windowing in the original domain, while the other by multi-resolution

filtering in the transform domain.

The time-domain signal can be reconstructed from Z̃(S,R, ω, τ) in two steps. First, the time-frequency

representation is reconstructed from Z̃(S,R, ω, τ) by inverse filtering:

(2.15) X̂(ω, τ) = IFT 2D

{∑⇑⇓
S,R z̃(s, r;S,R)H∗(s, r;S,R)∑⇑⇓

S,R |H(s, r;S,R)|2

}
,
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Transform Input Computation Steps Output
MCFT x(t) CQT → FT 2D → 2D filters centerd at (S,R) → IFT 2D Z̃(S,R, ω, τ)

IMCFT Z̃(S,R, ω, τ) FT 2D → 2D inverse filters centered at (S,R) → IFT 2D → ICQT x(t)

Table 2.2. An overview of the computation steps in MCFT and IMCFT.

where ∗ is complex conjugate, z̃(s, r;S,R) denotes the 2D Fourier transform of Z̃(ω, τ ;S,R) for a particular

(S,R), and
∑⇑,⇓
S,R indicates summation over the whole range of (S,R) values and all up-/down-ward filters.

The time domain signal is then reconstructed from X̂(ω, τ) using the Inverse Constant-Q Transform (ICQT)

proposed in [91]. Table 2.2 gives a summary of operations performed in the MCFT and IMCFT computation.

In previous sections, mostly the scale-rate-domain behavior of the magnitude of the time-frequency

representation was studied. Including the phase in the time-frequency domain results in a shift in the location

of scale-rate-domain components (see Figure 2.9). Including the phase, however, allows for invertibility of

the CFT and MCFT back to the time domain, which in turn allows separation to be performed in the 4D

domain, where separability is improved, compared to the time-frequency domain. The cost is that including

phase may introduce some scattering to the patterns in the representation that could potentially reduce

clusterability. In practical use, this potential reduction in clusterability is outweighed by the improvement

for separability, as illustrated in the experiments in Section 2.8. An in depth study of the phase behavior

for all types of audio signals is beyond the scope of this work.

The method used in this work to deal with the effect of phase is shifting the filter components in the

scale-rate domain in accordance with the shift in the location of mixture components. This can be achieved

through modulating the filters with the phase of the mixture CQT, i.e., using filters with impulse responses

equal to h(ω, τ ;S,R)ej∠X(ω,τ), where ∠(.) denotes the phase operator. Panel (a) in Figure 2.12 shows the

magnitude CQT of a mixture of harmonic and non-harmonic signals. Panels (b), (d), and (f) present the

output of three filters applied to the magnitude CQT. The upward and downward moving components of

the modulated source are clearly separated from the components of the non-modulated source. Panels (c),

(e), and (g) demonstrate the outputs of three modulated filters applied to the complex CQT. Although the

emerged modulated patterns look slightly different from the output of the original filters in the left column,

they are still successfully separated from the non-modulated components. Furthermore, it is worth noting

that due to phase preservation, the CQTs in the right column are fully invertible to the time domain, while

this is not the case for the CQTs in the left column and not true for the auditory model of Chi et al.
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Figure 2.12. (a) Magnitude spectrogram of a mixture of two harmonic sources one with
frequency modulation (the sinusoid shaped lines) and one without frequency modulation (the
straight lines). (b,d,f) Magnitude spectrograms of the filtered mixture. Filters are applied to
the magnitude spectrogram. (c,e,g) Magnitude spectrogram of the filtered mixture. Filters
are first modulated with the mixture phase and then applied to the complex spectrogram.

Representation
Output Basic Multi-resolution Common Fate Multi-resolution

Dimensionality Auditory Cues Invertibility Frequency Analysis Property Scale-Rate Analysis

SP - STFT 2 t, f 3 - - -

SP - CQT 2 t, f 3 3 - -

SP - CFT 4 t, f , tf -mod 3 - 3 -

Aud - Chi 4 t, f , tf -mod - 3 3 3

MCFT 4 t, f , tf -mod 3 3 3 3

Table 2.3. Audio representations and their properties; Aud. denotes Auditory-model-based. Time, fre-
quency, and spectro-temporal modulation are respectively indicated by t, f , and tf -mod.
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2.8. Experimental Validation

In this section, I examine the separability and clusterability of unison mixtures of instrumental sounds

played with different techniques when they are encoded in four different representations. Two are commonly

used for source separation: the STFT and the CQT. The other two are common-fate-based representations:

the CFT and the proposed MCFT. The auditory model of Chi et al. is not included in the experiments

because audio encoded in this model cannot be perfectly reconstructed. Table 2.3 summarizes the properties

of all the representations discussed in this chapter.

2.8.1. Dataset

In the experiments, I primarily focus on evaluating the efficacy of the MCFT in capturing spectro-temporal

modulation patterns as higher dimensions and in using them as source separation cues in cases with high

energy overlap in the time-frequency domain. Mixtures of instrumental sound sources played in unison (same

pitch) but with different frequency modulation techniques (e.g., vibrato versus trill) are a good example of

such cases. Such mixtures also happen to be one of the most challenging cases for state-of-the-art audio

source separation algorithms. My next goal is to study the effect of the multi-resolution property of the

MCFT, in the frequency domain as well as the scale-rate domain, on the separation quality and to compare

its performance to CFT, which has fixed resolution at both stages. To this end, a wide range of musical

octaves and a variety of modulation techniques are included in the dataset.

The testing dataset in my prior work [77] included a single pitch from a middle octave (D4 with a

fundamental frequency of 293.66 Hz). In this work, the pitch range is extended to two lower and three higher

octaves (6 octaves in total). The set of single sources used to generate the mixture dataset is composed of

68 orchestral instrument samples generated by the EastWest Symphonic Orchestra sampler 1, 7 samples

selected from the Philharmonia Orchestra 2, and 6 piano samples recorded on a Steinway grand (81 samples

in total). All samples are 2 seconds long and are sampled at 44.1 kHz.

The note C was chosen as a representative pitch class over octaves 2 to 7 (65.41 Hz to 2093 Hz). Table

2.4 presents the list of all instruments included in the dataset along with their playing techniques and

octave coverage. The playing techniques include vibrato: continuous frequency modulation, trill: frequency

modulation alternating between two adjacent pitches in the chromatic scale, and tremolo: amplitude (and

1http://www.soundsonline.com/symphonic-orchestra
2www.philharmonia.co.uk

http://www.soundsonline.com/symphonic-orchestra
www.philharmonia.co.uk


56

Instrument ModulationTechnique Note Instrument Modulation Technique Note

piano - C2, C3, C4, C5, C6, C7 english horn vibrato, major trill, minor trill C4, C5

contrabassoon vibrato C2 clarinet major trill, minor trill C4, C5, C6

contrabass vibrato C2, C3, C4 oboe vibrato, major trill, minor trill C4, C5, C6

bassoon vibrato, major trill, minor trill C2, C3, C4, C5 trumpet vibrato C4, C5, C6

cello vibrato C2, C3, C4, C5, C6 saxophone major trill, minor trill C5

viola major trill, minor trill C3, C4, C5, C6 trombone tremolo C5

tuba minor trill C3, C4 piccolo trumpet major trill, minor trill C5, C6

tuba major trill C4 piccolo flute vibrato, major trill, minor trill C6, C7

saxophone tremolo C4 violin vibrato, major trill, minor trill C7

flute vibrato C4, C5

Table 2.4. Single sound sources used in generating the mixture datasets. Instruments are
orded by the pitch of the lowest note used.

sometimes frequency) modulation. It should be noted that a single sound source in these experiments refers

to a single note played by an instrument-technique pair, e.g., a C4-viola-major trill is considered a different

source than a C4-viola-minor trill. It can be clearly observed that the number of samples per octave follows a

bell-shaped distribution (there are respectively 7, 9, 21, 22, 15, 7 samples in octaves 2 to 7). This is because

orchestral instruments have a limited pitch range, as a result of which the number of samples for all pitch

classes is much larger in middle octaves than in high/low octaves.

Due to the imbalance in the number of sources per octave, there is a large difference between the number

of mixtures per octave. For instance, the total number of two-source mixtures ranges from 21 for the second

and seventh octaves to 231 for the fifth octave. In the experiments, the number of mixtures is kept the same

for all octaves by randomly selecting 21 mixtures (minimum number) in octaves 3 to 6. This gives rise to

a testing dataset of size 126 two-source mixtures. To study the behavior of representations as the number

of sources increases, I create three-, four-, and five-source-mixture datasets, each of size 126, following the

same procedure described for two-source mixtures.

It should be taken into account that the MCFT is designed to explicitly capture frequency modulation.

The testing dataset is thus almost entirely composed of frequency-modulated samples (vibrato, major trill,

minor trill), such that the dominant effect on the behavior of separability and clusterability results can be

attributed to frequency-modulation. Since tremolo is sometimes defined as amplitude and sometimes as

frequency modulation, the MCFT is expected to provide improvement only if there is frequency modulation

that is greater than the minimum detectible frequency change, which is controlled by the resolution of the

underlying transform.
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2.8.2. Audio Representations

In the experiments, the window length and overlap ratio of the STFT are set to 93 ms (4096 samples) and

75% respectively. At its time-frequency representation stage, the CFT uses the same parameter values.

To study the effect of the 2D window on separability and clusterability of the CFT, I experiment with

a grid of values of the 2D window sizes including all combinations of Lω ∈ {2, 4, 8, 16, 32} (21.6 Hz - 344.5

Hz) and Lτ ∈ {4, 8, 16, 32, 64, 90} (93 ms - 2 sec), where Lω and Lτ denote the window widths, along the

frequency axis and time axis respectively. I present the results for the best and worst window sizes. There

is 50% overlap between windows in both dimensions.

For computation of CQTs, I use the MATLAB toolbox in [91]. The minimum and maximum frequencies

are respectively set to 61.74 Hz (note B1) and 4435 Hz (note C#8) to cover the whole range of pitches

included in the dataset. The frequency resolution of the CQT is set to 96 bins per octave. One observation

in these experiments was that for both time-frequency representations higher frequency resolutions result

in better separation results for this particular type of mixture (harmonic sound). Therefore the frequency

resolution was increased to a point where the decreasing time resolution starts to harm the performance.

The same CQT parameter values are used in the time-frequency representation stage of the MCFT.

In the modulation analysis stage, the MCFT uses a spectral filter bank F (s;S) including a lowpass filter

centered at 2−4 (cyc/oct), 6 bandpass filters at 20, 21, ..., 25 (cyc/oct), and a highpass filter at 25.5 (cyc/oct).

The temporal filter bank G(r;R) is composed of a lowpass filter centered at 2−2 (cyc/sec), 5 bandpass filters

at 20, 21, ..., 24 (cyc/sec), and a highpass filter at 24.5 (cyc/sec). The time constant parameter, β, is set to

1. The product of F and G gives rise to a 2D filter response, which is then split into two analytic filters (see

Section 2.6). This set of parameters is selected to keep the filterbank size and consequently the MCFT size

small (low scale and rate resolutions), while covering the entire range of scale and rate values (capturing the

entire signal energy). Since one advantage of the MCFT is that it is inherently multi-resolution, I only used

the single setting described above, rather than experimenting with 30 settings, as was done with the CFT.

An implementation of the MCFT and audio examples from the experimental results have been provided in

the accompanying website 3.

3https://interactiveaudiolab.github.io/MCFT

https://interactiveaudiolab.github.io/MCFT
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Figure 2.13. An example of separation via ideal binary masking with a threshold of γ = 25
dB for a mixture of C4-clarinet-major trill and C4-flute-vibrato. Magnitude spectrograms of
the mixture (top left) and C4-flute-vibrato (top right). Magnitude spectrograms of the esti-
mated source by applying the mask respectively in the CFT-best-sep (middle left), MCFT
(middle right), STFT (bottom left), and CQT (bottom right) domains.

2.8.3. Separability Results

Figure 2.13 presents an example of source separation via ideal binary masking in different representation

domains for one of the mixtures in our dataset. For easier visual comparison, all signals are presented in

the STFT domain. The top row shows the mixture and the original signal, and the next two rows show the

results of separation in the 4D and 2D domains. It can be observed that the MCFT preserves more of the

signal energy and harmonic structure, and introduces fewer masking artifacts than other representations.
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Figure 2.14. Measuring Separability for two-source mixtures as a function of masking
threshold. Higher values are better. Mean (a) SDR, (b) SIR, and (c) SAR for 2D and 4D
representations versus masking threshold, γ. The results for 2 out of 30 2D window sizes
tried in CFT computation are presented: CFT-best-sep (4×64) and CFT-worst-sep (32×4).

The separability of the representations is evaluated over the testing dataset through ideal binary masking.

The idea binary masking was chosen so that the separation results are only affected by the overlap of sources

within the representation domain and not by the source separation algorithm (see Section 2.3). I use a range

of threshold values (0 dB to 30 dB with a step of 5 dB) in the computation of ideal binary masks in each

representation domain. Separation is performed through ideal binary masking in each representation domain

and then the preserved energy level and separation quality of all reconstructed signals are compared in the

time domain, so that the comparison is agnostic to the representation used for separation.

For time-domain evaluation of the separation performance, I use the BSS-Eval [111] objective measures:

Source to Distortion Ratio (SDR), Source to Interference Ratio (SIR), and Source to Artifact Ratio (SAR),

which are commonly used in the literature to evaluate source separation methods. Higher values of these

measures indicate better performance. It is worth mentioning that the scale-invariant versions of these

measures have recently been introduced and are now commonly used for separation algorithm evaluation

[52]. While the scale-invariant measures have been shown to give a more accurate assessment of estimated

signals in realistic scenarios, here they show a similar behavior to the BSS-Eval measures since ideal binary

masks are used for separation.

The mean SDR values over the whole dataset are used as a measure of separability. In the separability

results the “CFT-best-sep" and “CFT-worst-sep" correspond to the window sizes (drawn from the set of 30
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Figure 2.15. Mean SDR versus masking threshold for 2D and 4D representations over (a)
three-, (c) four-, and (d) five-source mixture datasets. Higher values are better. Only the
results for the best two-dimensional window size used in CFT computation (4 × 64) are
presented.

window sizes mentioned earlier) that resulted in the best and worst mean SDR values. Figure 2.14 presents

the mean values of separability metrics as a function of masking threshold used for the ideal binary mask,

γ, for two-source mixtures. It can be clearly seen that the MCFT outperforms all other representations in

terms of SDR and SAR at all threshold values and in terms of SIR for middle threshold values, e.g., 10 dB

(i.e., the source energy must be 10 dB louder than the interference to be included in the ideal binary mask).

The reason why all representations have a better SIR performance for middle thresholds (15-20 dB)

can be explained by considering the fact that low threshold values would let in a large amount of noise

and interference along with the energy from the target source and high threshold values would remove a

significant potion of the target signal energy, both resulting in a decrease in SIR. The performance of the

CFT depends heavily on the 2D window size and ranges from much worse than the STFT to better than the

CQT. Such dependency makes the use of the CFT less reliable in blind source separation scenarios, since it

is highly sensitive to data-dependent settings to achieve maximal performance.

The mean SDR values over masking threshold for datasets with more than two sources per mixture are

shown in Figure 2.15. While the performance of all representations degrades in general with an increase in

the number of sources, the MCFT stays strictly dominant in all cases.
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2.8.4. Clusterability Results

The clusterability measure defined in Section 2.4 is used to measure how well each representation groups

together elements of a single source. Higher values mean better clusterability. The Gaussian kernel in

Equation (2.5) along with the Euclidean distance measure are used in the computation of similarity values

in the experimental results.

An increase in the similarity kernel width assigns higher weights to points farther from the center of

each cluster and thus increases the likelihood of mislabeling points from neighboring clusters. On the other

hand, increasing the masking threshold means removing lower-energy points, which are presumably located

towards the boundaries of neighboring classes and therefore producing wider inter-cluster margins. I study

the effect of the similarity kernel width, α, as well as the masking threshold, γ. Figure 2.16 demonstrates

the mean clusterability values for two-source mixtures versus these two parameters. As it can be observed in

Figure 2.16, an increase in the similarity width results in a drop in clusterability values for all representations,

whereas an increase in masking threshold causes an increase in clusterability values. The MCFT seems to

outperform the 2D representations over α values larger than 2 and γ values below 30 dB. The performance

of the CFT is again dependent on the window size and can vary dramatically as shown by the results for

the best- and worst- performing window sizes, where it goes from outperforming to underperforming all the

other representations.

An interesting difference between the MCFT curve and others is that it almost levels out after 20 dB

while the others keep increasing. This behavior is not unexpected since the MCFT tends to project the signal

energy to a larger number of points in the higher-dimensional space and thus preserve a much larger portion

of signal energy for higher thresholds compared to other representations (see Figure 2.14). This behavior is

more noticeable in Figure 2.17 for mixtures composed of more than two sources.

Note, however, that higher separability (i.e., sources are not overlapped) is a neccessary precursor to high-

quality source separation while higher clusterability (i.e., sources are in separate regions of the representation

space) is strongly desireable, but not technically neccessary, depending on the sophistication of the separation

algorithm.

The mean SDR and mean clusterability over the whole two-source dataset and all parameter values are

respectively shown on the y-axis and x-axis in Figure 2.18. The plot depicts the mean performance for the

STFT, CQT, MCFT, and CFT (all 30 2D window sizes). The bold dashed lines delimit the range of values
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Figure 2.16. Mean clusterability for 2D and 4D representations versus similarity kernel
width, α (a) and masking threshold, γ (b). Higher values are better. The results for 2 out
of 30 2D window sizes tried in CFT computation are presented: CFT-best-clus (2×90) and
CFT-worst-clus (32× 8).
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Figure 2.17. Mean clusterability versus masking threshold for 2D and 4D representations
over (a) three-, (b) four-, and (c) five-source mixture datasets. Higher values are better.
Only the results for the best 2D window sizes used in CFT computation (2 × 90) are pre-
sented.

that are inferior to the MCFT performance across both dimensions. The MCFT clearly outperforms all

other representations in terms of separability and only underperforms the CFT in terms of clusterability for

2 out of 30 different window sizes. Even in these two cases, the clusterability is similar between CFT and

MCFT, while MCFT strongly dominates the CFT on separability.
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Figure 2.18. Mean SDR versus mean clusterability over all samples and masking thresholds
for two-source mixtures. The results for all 30 2D window sizes used in CFT computation
are presented, along with the results for the MCFT, CQT and STFT. Higher values are
better in both dimensions.

2.8.5. Statistical Testing Results

To compare the distributions of separability and clusterability results for different representations, the

Wilcoxon rank sum test was used. The results of statistical significance tests are presented in Tables 2.5 to

2.8. The null hypothesis in all statistical tests is that the median of the results for the MCFT is less than or

equal to the median of other representations, or equivalently, the MCFT does not provide any improvement

in separation performance compared to other representations.

In separability statistical tests, n = number of mixtures × number of masking thresholds = 126×7 = 882,

and in clusterability statistical tests, n = number of mixtures × number of masking thresholds × number of

similarity kernel widths = 126× 7× 10 = 8820. In all tables, median diff = median(MCFT) − median(other

representation) (positive values indicate improved performance for the MCFT).

The SDR values for the MCFT show significant improvement over all other representations and for

all mixture types with p ≤ 0.0001 in all cases. The MCFT performs significantly better on clusterability

than CFT-best-sep for all mixture types with p ≤ 0.0001, significantly better than CQT for two-, three-,

and four-source mixtures with p ≤ 0.05 in the worst case, and significantly better than the STFT for two-,
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Table 2.5. SDR - Wilcoxon rank sum test results (n = 882)

STFT CQT
CFT CFT

best-sep best-clus

2src
median diff (dB) +2.18 +2.11 +1.05 +1.27

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

3src
median diff (dB) +2.42 +2.32 +1.22 +1.55

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

4src
median diff (dB) +2.68 +2.60 +0.98 +1.32

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

5src
median diff (dB) +2.80 +2.78 +1.20 +1.58

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

Table 2.6. SIR - Wilcoxon rank sum test results (n = 882)

STFT CQT
CFT CFT

best-sep best-clus

2src
median diff (dB) +0.16 +0.15 −0.57 −0.41

p-value > 0.05 > 0.05 > 0.05 > 0.05

3src
median diff (dB) +0.79 +0.60 −0.13 +0.02

p-value ≤ 0.0001 ≤ 0.0001 > 0.05 > 0.05

4src
median diff (dB) +1.09 +0.87 +0.11 +0.19

p-value ≤ 0.0001 ≤ 0.0001 > 0.05 > 0.05

5src
median diff (dB) +1.52 +1.44 +0.46 +0.73

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.05 ≤ 0.0001

and three-source mixtures with p ≤ 0.0001. Although MCFT outperforms most other representations on

clusterability, the CFT-best-clus improves on the MCFT in all cases with p ≤ 0.0001.

Note that the superior clustering of CFT-best-clus is due to a careful selection of the window size in

the presence of ground truth, which is typically not possible in real-world use. Moreover, separability for

CFT-best-clus remains worse than the separability of the MCFT. Therefore, even if it is easier to cluster
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Table 2.7. SAR - Wilcoxon rank sum test results (n = 882)

STFT CQT
CFT CFT

best-sep best-clus

2src
median diff (dB) +2.59 +2.48 +1.46 +1.65

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

3src
median diff (dB) +2.66 +2.62 +1.43 +1.74

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

4src
median diff (dB) +2.67 +2.68 +1.02 +1.35

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

5src
median diff (dB) +2.83 +2.82 +1.32 +1.58

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 ≤ 0.0001

Table 2.8. Clusterability - Wilcoxon rank sum test results (n = 8820)

STFT CQT
CFT CFT

best-sep best-clus

2src
median diff (dB) +0.088 +0.100 +0.130 0.003

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 > 0.05

3src
median diff (dB) +0.041 +0.040 +0.13 −0.031

p-value ≤ 0.0001 ≤ 0.0001 ≤ 0.0001 > 0.05

4src
median diff (dB) +0.012 +0.008 +0.098 −0.057

p-value > 0.05 ≤ 0.05 ≤ 0.0001 > 0.05

5src
median diff (dB) −0.009 −0.017 +0.098 −0.077

p-value > 0.05 > 0.05 ≤ 0.0001 > 0.05

energy from a single source, the resulting separation will have a ceiling of performance that is lower for other

representations than for the MCFT.
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2.9. Conclusion

The efficacy of source separation algorithms can be limited by the representation used for the input

audio. A representation that reduces overlap and interspersal of sources can simplify the separation process

and improve results. In this chapter, I presented the Multi-resolution Common Fate Transform (MCFT),

a representation that is fully invertible and increases the separability of audio signals with significant time-

frequency-domain overlap, through explicitly representing spectro-temporal modulation patterns. It was

placed in the context of two existing common-fate-based models: the Common Fate Transform (CFT) and

the auditory model of Chi et al. The MCFT, by being multi-resolution and fully invertible combines the

strengths of both approaches.

I also introduced and provided metrics for two desirable properties of audio representations for source

separation: separability and clusterability. Experiments on a dataset of unison mixtures of musical instru-

mental sounds showed that the MCFT strictly dominates the other representations on separability. It also

outperforms other representations on clusterability in the majority of cases, without requiring data-dependant

parameter setting to achieve these results. Given these results, the MCFT is a promising representation to

be used as the input to source separation algorithms. Moving forward, I will use the MCFT as the input

representation to a joint separation-calssification system (Chapter 4) in order to train a separator using weak

(e.g., frame-level) class labels.
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CHAPTER 3

Learning to Separate Sounds from Weakly Labeled Scenes

3.1. Introduction

In this chapter, I present a new algorithm for supervised audio source separation training, which does

not require ground truth isolated sources as training targets and merely depends on weak labels indicating

the activity of different sound types over time [79][80]. To bridge the gap between strong and weak labels,

the algorithm relies on audio classification results as a metric for assessing the separation performance.

The auditory-inspired aspects of this new approach consists in: i. having a sound identification system to

learn different sound types from examples of complex auditory scenes, where there can be considerable spec-

tral and temporal overlap between sound sources (natural auditory systems manage to learn different types

of sounds without being exposed to perfectly isolated sources), and ii. enforcing a sound separation system

to isolate individual sound sources in a complex auditory scene with the guidance of a sound identification

system (natural auditory systems segregate auditory scenes into identifiable auditory objects).

The core component of this new approach is a multi-task optimization framework combining an audio

event classification objective with a separation-specific objective that enforces the separated sources to sum up

to the mixture. The proposed framework is flexible with respect to network architectures used as classification

and separation systems. The remainder of this chapter:

• Describes the new joint separation-classification approach to audio source separation.

• Provides a detailed description of the framework components, including objective functions used for

labels of different strength levels, as well as different network architectures and training strategies.

• Presents the results of benchmarking the algorithm on synthetic mixtures of overlapping events

created from a database of sounds recorded in urban environments.
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3.2. Background

Audio source separation aims to isolate individual sound sources in a complex auditory scene. This

process plays an essential role in a variety of applications, including speech recognition in noisy environments

[14], speaker identification in a multi-speaker scenario [11], and music remixing [124].

As discussed in Chapter 2, mask inference is a common approach to solving the under-determined

source separation problem, in which the number of audio sources exceeds the number of recorded channels

[61][119][114]. It should be noted that the main focus of this chapter is the development of a new framework

for separation training that is flexible with respect to the input audio representation and the separation

system architecture. Thus, in order to design better controlled experiments, a most commonly used repre-

sentation domain, i.e., time-frequency (TF), and a common transform will be adopted here. The use of new

representations with the proposed training approach will be discussed in the next chapter. In a TF-domain

masking approach, a raw audio mixture is first transformed into an intermediary representation, e.g., the

STFT. Each source is then estimated by applying a weighting function with values typically in [0, 1], referred

to as a mask, to the mixture in the transform domain and then converted back to the time domain via an

inverse transform, e.g., the Inverse Short-time Fourier Transform (ISTFT).

Figure 3.1 presents an example audio mixture along with the TF masks corresponding to different audio

sources in the mixture. The top panel shows the magnitude STFT of the mixture, which is composed of five

sources: street noise, music, speech, dog bark, and fire truck siren. The ideal binary masks are illustrated in

the bottom panel. An ideal binary mask corresponding to a source assigns a 1 to every TF bin where the

source dominates all the other sources, and assigns 0’s to the remaining TF bins.

Supervised mask inference methods, especially those using deep neural networks, have gained much

popularity over the past decade, due to their successful performance in a variety of denoising and source

separation tasks including speech enhancement [57][122][121][18][115], speech separation [32][36][43][118][59],

music separation [60][107][92][102][49], and sound effect separation [39]. A major challenge faced by super-

vised masking-based separation approaches is that they typically require a large dataset of isolated sound

sources to generate target time-frequency masks used in model training. Obtaining the isolated sources that

compose a mixture may be expensive, require complicated recording setups, or necessitate the creation of

synthetic mixtures that lack a certain amount of realism. In some scenarios, it may not even be possible to

record sounds in isolation, e.g., recording a bird song in the woods or recording the sound of a machine part
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Figure 3.1. The time-frequency representation (magnitude STFT) of a complex auditory
scene (top). There are five sources in this scene: street noise, music, speech, dog bark, and
fire truck siren. Darker colors mean higher magnitudes. The bottom plot shows the ideal
binary masks. An ideal binary mask assigns 1’s to time-frequency bins where the associated
source dominates all other sources and 0’s to the rest of time-frequency bins. Each color
corresponds to one audio source.

that only occurs when a machine is running. In cases where isolated sources are not available for training

the separation system, it is also unrealistic for humans to use signal processing tools to manually label the

audio at the granularity level of TF bins, especially to do so accurately and at scale (imagine creating the

binary masks in the bottom plot of Figure 3.1 manually!).

Natural audio-processing systems (e.g, the mammalian auditory system) on the other hand, do not

require isolated sources in order to learn to analyze the auditory scene. Humans hardly ever hear sounds in

perfect isolation, but still can learn to identify different types of sounds and to focus on them if necessary

(segregate a single audio source from the rest of the auditory scene). Based on the capability of natural

auditory systems to extract the characteristics of individual audio sources from everyday complex auditory

scenes, one can argue that the knowledge about the presence of sounds in a mixture recording could be

sufficient information for training a separation system. A separation system that can learn from audio
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Figure 3.2. The time-frequency representation (magnitude STFT) of a complex auditory
scene (top). There are five sources in this scene: street noise, music, speech, dog bark, and
fire truck siren. Darker colors mean higher magnitudes. The bottom plot shows the frame-
level sound labels, which indicate the onset and duration of sounds in the mixture (but
do not provide any information about the characteristics, e.g., spectral content of sources).
Each color corresponds to one audio source.

mixtures relying only on the information about the present sound types would make the dataset generation

much easier, since making recordings of complex auditory scenes (mixture recording) is a much simpler and

less expensive task than recording single sound sources in perfect isolation.

Furthermore, it is reasonable to assume that humans can produce limited labels for the activity of sound

sources within some time range, and thus, any mixture recording along with such annotations can be used

for training. Even non-expert users have successfully provided labels for musical instrument detection [33]

and Sound Event Detection (SED) [8], where the labels consisted of the type of audio events as well as the

precise time of their occurrence in a given recording. An example of such labels for the audio mixture of

Figure 3.1 is presented in the bottom panel of Figure 3.2. Each horizontal bar marks the onset and duration

of the activity of one sound type in the mixture. For instance, the green bar indicates that the speech signal

becomes active 10 seconds into the mixture recording and stays on for around 20 seconds. The annotation

burden can be further reduced, as has been considered in the SED task, by replacing the fine resolution
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labels on the precise sound event onsets and offsets (e.g., on the order of 10 ms) by a coarse temporal label

indicating the presence or absence of a sound event within a particular audio clip (e.g., on the order of 10

s). Since the fine resolution labels are typically defined at the level of an STFT frame, they are hereafter

referred to as frame-level labels, while the coarse labels are referred to as clip-level labels.

In this chapter, my goal is to develop deep-learning-based separation methods, which are trained using

weak (frame-level or clip-level) labels, as opposed to TF-bin-level labels typically used in fully supervised

setups. It is important to note that since the separation system still outputs estimated sources in the

TF domain, this training method requires a system that maps the source energies in the mixture/source

representations to sound activities over time. The transition from strong to weak labels can be performed

similarly to what has been done in the context of SED.

The SED task is particularly important in this work since: i) I try to address similar challenges in

transitioning from strong to weak labels, and ii) I employ an SED mechanism as the critic for separation

performance. It should be taken into account that there is an important difference regarding the notion of

strength of a label in the context of SED and separation. In SED, the goal is to estimate the type of an

audio event together with its precise onset and offset, with the corresponding ground truth referred to as a

strong label. In contrast, ground truth limited to presence or absence of a sound within a coarser time range

is referred to as a weak label. The interested reader is referred to the description of a weakly labeled SED

task in the DCASE 2017 challenge [68]. In the context of source separation, complete ground truth consists

of each source’s isolated signal, which amounts to having information on each source at the granularity of a

TF bin. Strong labels for SED are thus only weak labels for source separation.

To the best of my knowledge, no deep-learning-based source separation system has so far been presented

that can be trained under the assumption of sole availability of frame-level labels (let alone clip-level ones)

and is able to separate mixtures at test time without side information. The algorithm proposed in

this dissertation allows training a separation system on frame-level and clip-level labels and

does not require any side information at the inference time. The important contribution of

this approach is that it alleviates the need for isolated sources in separation training and

consequently renders the data collection task far easier and less expensive.

Weakly labeled SED approaches typically leverage multiple instance learning, where an instance-level

(i.e., fine temporal resolution) predictor is trained by aggregating or pooling the instance-level predictions to
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match the labels at the “bag” level (i.e., a chunk of audio on the order of several seconds, and its associated

coarse ground truth label). I would like to use a similar concept for source separation, where the instance-

level prediction is now at the level of the TF bin, and the bag level is either that of a frame or that of

a whole clip. A different approach to pooling is however needed in SED and source separation systems.

In weakly-labeled SED, consecutive time frames will often share the same class labels. In weakly-labeled

separation, on the other hand, the structure is much more intricate, as frequency bins sharing the same label

may be far from each other, often harmonically spaced in a highly variable manner even among the same

types of sounds.

To overcome these difficulties in pooling over the frequency and time dimensions, I propose a form of

discriminative pooling, where an SED classifier is employed as the principal metric for loss calculation when

training the separator. When applied to a separated source, the classifier is expected to detect that only a

single class is present, while all other sources are inactive.

Furthermore, I propose a multi-task learning approach in training the separator, combining the audio

event classification objective with an additional separation-specific objective that enforces the separated

sources to sum up to the mixture. The model learns to separate based solely on weak labels, either at the

frame level or at the clip level. Clip-level labels are equivalents of SED weak labels, which do not require

the sound to be active throughout the entire time period for which the label applies. In this chapter, I

investigate the contribution of the classification and separation objective function terms to the quality of

learned masks, as well as the correlation between classifier and separator performance. I also explore different

training strategies, where the classifier and separator are trained jointly, or the classifier is trained first, and

then its weights are fixed or fine-tuned while training the separator. Empirical comparison of weakly-labeled

separation performance to the strongly-labeled case (when isolated sources are available) is carried out using

synthetic mixtures created from the UrbanSound8K [89] dataset.

3.3. Related work

As previously mentioned, there has been a resurgence in multiple instance learning approaches for

audio following the DCASE 2017 challenge [68], where several studies examine deep network architectures

[48][105][125] and/or pooling functions [67][116][42] for the weakly-labeled SED task. There have also been
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several applications of multiple instance learning for music, including detecting instruments in mixtures [54],

applying artist-/album-level labels to individual tracks [65], and saliency-based singing voice detection [90].

Deep learning based techniques are currently dominant for fully supervised source separation, and typi-

cally trained to separate a single source class of interest, such as vocals or a particular instrument type from

music mixtures [108][107], or speech from noise [18][116]. An alternative class of techniques such as deep

clustering [32] and permutation invariant training [32][43] is required when the source types to be separated

are very similar, e.g., separating speech from speech. The fully supervised approaches most relevant to

the current study are those that train a single network to separate multiple classes of musical instruments

[49][92][99].

Semi-supervised separation methods based on generative adversarial learning were proposed in [101, 127].

The key assumption of these methods is that estimated sources produced by an optimal separator should

be indistinguishable from real sound sources, i.e., they should be samples drawn from the same distribution.

These adversarial approaches are semi-supervised, since one-to-one correspondence between the mixtures and

the real isolated sources used for training is not required. Nevertheless, their training is indeed dependent

on the existence of some dataset of isolated sources. However, the need for isolated data can be relaxed

when separating a single type of source while only observing isolated background and the target source in

the background [70, 104]. Another class of source separation techniques based on weak labels assumes the

availability of weak labels at both training and inference time, such as the score-informed approach in [19],

the variational auto-encoder in [38], and the audio-visual approach in [25], where the video provides (weak)

class labels to guide the audio separation. The approach taken in this dissertation can separate multiple

source classes, does not require seeing any sources in isolation, and requires only the audio mixture (no

labels) during inference.

Another line of research performs source separation implicitly when training SED systems using either

Non-negative Matrix Factorization (NMF) [31] or deep networks [45]. The method in [45] is composed of two

stages: first, a segmentation mapping is applied to the TF representation of an audio recording to obtain

TF segmentation masks, then a classification mapping is applied to the segmentation masks to estimate the

presence probability of sound events. The authors suggest that the separation task can be performed as a

byproduct of event detection using the learned segmentation masks. However, their objective function is only

event detection cross-entropy and does not include any terms modeling the separation problem explicitly,
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such as enforcing each separated mask to belong only to a single source, or enforcing estimated sources to

sum up to the mixture as in our approach. Furthermore, they test their method only on isolated sources in

background noise, whereas the experiments in this work deal with multiple overlapping sound events.

3.4. Join separation-classification approach

In this section, I describe the joint separation-classification approach to audio source separation. I first

provide basic definitions for the mask-based single-channel source separation problem and briefly review the

fully supervised separation setup. Then, I present my weakly supervised separation model, formulate the

objective function, and discuss the training setup in detail.

3.4.1. Mask-based single-channel audio source separation

Throughout this work, I assume a monaural source separation scenario, where only one recording channel of

the mixture is available. Extensions to multi-channel scenario can be considered, but are beyond the scope

of this dissertation. The observed audio mixture can be formulated as

(3.1) x(t) =

n∑
i=1

si(t),

where x(t) and si(t) respectively denote the mixture signal and the i-th sound source signal in the time

domain, and n is the total number of sound sources in the mixture. Note that each sound source is assumed

to belong to a distinct sound class (e.g., musical instrument, human speech, dog bark, etc.), in other words

all instances of the same sound class are considered as a single sound source. These two terms will thus be

used interchangeably hereafter.

As mentioned earlier, a common approach to solving the under-determined separation problem is to

perform masking on the mixture in a domain where there is less overlap between sources than in the time

domain. The time-frequency (TF) domain is used for masking in this chapter. The magnitude TF rep-

resentation (e.g., magnitude STFT) of the mixture is denoted by Xω,τ , where ω and τ are frequency and

time-frame indices, respectively.

The first step in a typical TF-masking-based method is to estimate source magnitudes by performing

element-wise multiplication of the mixture magnitude with a set of estimated masking functions. Let M̂i,ω,τ

denote a TF mask estimate for the i-th source, taking on values in [0, 1], with M̂i,ω,τ being ideally very close
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or equal to 0 where the source is inactive and very close or equal to 1 where the source is dominant in the

mixture. The masking operation can be formulated as

(3.2) Ŝi,ω,τ = M̂i,ω,τXω,τ ,

where Ŝi,ω,τ is the estimated magnitude of the i-th source. The estimated source magnitudes are then

typically combined with the mixture phase and converted back to the time domain through an inverse

transform (e.g., ISTFT).

3.4.2. Fully supervised separation

The supervised mask inference task aims at training a model to generate estimates of the sources present in

a given audio mixture via the estimation of masks to be applied to a TF representation of the mixture. In

the fully supervised separation scenario, the time-domain signals of the isolated sources, their TF-domain

representations, or TF masks built from them (e.g., the ideal binary mask or the ideal ratio mask [18]) are

used as targets in model training. Such targets are referred to as “strong labels”, as they provide information

about sound classes at the TF-bin level.

Various loss functions have been used in fully supervised mask inference, such as mask approximation

(MA), magnitude spectrum approximation (MSA), phase spectrum approximation (PSA), and waveform

approximation (WA) [18][51]. While masking approaches that include a phase estimation step are more

likely to produce higher quality sound estimates, here, I focus on the MSA objective with L1 norm for

simplicity:

Lmi =
∑
i,ω,τ

|Ŝi,ω,τ − Si,ω,τ |

=
∑
i,ω,τ

|Xω,τM̂i,ω,τ − Si,ω,τ |,(3.3)

where Si,ω,τ denotes the magnitude TF representation of the i-th isolated source and | · | indicates the

modulus operator.

In the weakly supervised scenario, TF-bin-level labels (target sources or masks) are no longer available.

The target labels instead indicate only the sound class presence at the frame or clip level. The next two

sections present my approach to training mask inference networks using only frame- or clip-level sound labels.



76

Time
Singing

Dog

Siren

Classifier

Separator

Sound Classes = { Siren, Dog, Car horn, Singing }

Mixture ( 𝑿 )

Estimated Sources ( 𝑺	$ ) Frame-level Labels ( 𝒍&	) Clip-level Labels ( 𝒍 )

{ Siren }

{ Dog }

{  } Car horn 
is inactive

{ Singing }

{ Siren, Dog, Singing }

Classifier

Classifier

Classifier

Classifier

Time
Singing

Time

Time

Dog

Time

Siren

Figure 3.3. The joint separation-classification model. The separator receives an audio mix-
ture and returns source estimates (the blue square is the estimate of an inactive source). The
classifier processes separately the mixture and each estimated source (dashed lines indicate
shared parameters). When applied to the mixture, the classifier should output the presence
probabilities for all classes. The separator is trained such that if any of the source estimates
is used as input to the classifier, the classifier output is the presence probability for that
source along with zeros for all other sources.

3.4.3. Weakly supervised separation

At a high level, the model is composed of two main blocks: a source separator and an audio event classifier.

The block diagram of the entire system is shown in Figure 3.3.

The separator block receives the TF representation (e.g., magnitude STFT) of a mixture and outputs

estimates Ŝi, i = 1, . . . , n, for each of the sources in the TF domain, where n indicates the total number of

sound classes available in a dataset. The number of active sound classes in a given mixture is assumed to

range from 1 to n.

The input to the classifier block is also a TF representation. In general, the TF representation used as

input to the classifier may be of a different type from the separator output (and the separator input, as it

is typically assumed they are in the same domain), as long as it is possible to pass gradients through the

transform used to compute it. For instance, the classifier input can be a Mel spectrogram while the separator

input and output are a magnitude STFT. Given a TF representation Y as input, the classifier computes

frame-level class probabilities pi,τ (Y ) for each source class i and time frame τ , representing how likely each
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source class is to be active at each time frame in Y , or clip-level class probabilities pi(Y ) for each source

class i, representing how likely each source class is to be active (anywhere) within Y .

The frame-level label for the i-th sound source at frame τ is denoted by li,τ , which indicates whether

the source is active at that frame (li,τ = 1) or not (li,τ = 0). The clip-level label li indicates whether the

source i is present anywhere in the clip, i.e., li = 1 would correspond to the case where li,τ = 1 for at least

one time-frame τ , and li = 0, otherwise, assuming that frame-level labels were available. Note that li,τ may

be regarded as the output of a pooling operation across frequency applied to the TF-level labels for the i-th

isolated source at frame τ , while li would be further pooled across time.

The main idea in this work is that, if one can train a classifier that performs well in

predicting source class activities on natural mixtures, where sound classes may sometimes

occur in isolation and other times overlap with other classes, that classifier can be used as

a critic of the separator’s performance, assessing how well the separator is able to separate

each source. Weak labels, either at the frame or clip level can thus be used to train the separator through

the classifier. For instance, if source i is active at frame τ , passing the estimated source Ŝi as input to the

classifier should result in classification outputs such that pi,τ (Ŝi) = 1 and pj,τ (Ŝi) = 0 for all j 6= i, because

all other sources should be removed from Ŝi. This is illustrated in Figure 3.3, where both frame-level labels,

with onsets and offsets for each sound class, and clip-level labels where only presence or absence within a

clip is indicated are shown.

The classifier can be trained independently or jointly with the separator. The separator, on the other

hand, requires the classification results while training, since TF-bin labels are not available and the classifier

is required to pool over the TF-bin-level source activity predictions to make predictions at each time frame or

for the whole clip. Training the classifier together with the separator could potentially lead to coadaptation

of the two systems. That is, the classifier could rely only on a few frequency bins that are most discriminative

between sound classes and not penalize the separator’s mistakes over the entire frequency range of estimated

sources. To investigate the impact of coadaptation between the separator and classifier on the separation

performance, three training strategies will be considered in the experiments (see Section 3.5): i) training the

separator and classifier jointly from scratch, ii) training the separator through a pre-trained classifier while

the classifier is being fine-tuned, and iii) training the separator through a pre-trained and fixed classifier. It
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should be noted that the classifier is pre-trained only on mixtures, not on isolated sources, as the latter case

would violate the assumption that strong labels are unavailable.

3.4.4. Weakly supervised objective function

3.4.4.1. Mixture loss. The principal goal in training the model is to achieve high quality separation, which

requires explicit optimization of mask estimates, even if ground truth TF-bin-level labels are not available.

To this end, a key constraint is to enforce the output signals of the separator to add up to explain the input

mixture. Indeed, this constraint is critical in preventing the separator from producing masks that solely

focus on the most discriminating time-frequency components for classification without fully reconstructing

the entire source. The constraint can be enforced through a mixture loss term in the objective function that

minimizes the discrepancy between the mixture and the sum of estimated source spectrograms, or between

the mixture magnitude and the sum of estimated source magnitudes, assuming that all source estimates are

obtained using the mixture phase. A vanilla version of such a term can be formulated using an L1 loss as

(3.4) Lmix,vanilla =
∑
ω,τ

|Xω,τ −
n∑
i=1

Ŝi,ω,τ |.

Thanks to the information provided by the weak labels, it can in fact further enforced that only the sum over

active sources should be equal to the mixture, and all inactive sources should be silent. In the frame-level

case, the vanilla loss term in (3.4) can therefore be replaced by a more explicitly constrained version defined

in two parts:

Lf-mix =
∑
ω,τ

|Xω,τ −
∑
i∈Aτ

Ŝi,ω,τ |+
∑
ω,τ

∑
i/∈Aτ

|Ŝi,ω,τ |,(3.5)

where Aτ is the set of active source indices in time frame τ . Moreover, given the weak labels, mixture frames

where no sources are active can be located and excluded entirely from loss computation. Lf-mix is referred

to as the frame-level mixture loss. In the clip-level case, there is only information available regarding the set

A of active source indices for the whole clip, which can be used to similarly modify (3.4) as:

Lc-mix =
∑
ω,τ

|Xω,τ −
∑
i∈A

Ŝi,ω,τ |+
∑
ω,τ

∑
i/∈A

|Ŝi,ω,τ |,(3.6)
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which is referred to as the clip-level mixture loss (see Figure 3.3). In the experiments, these refinements to

the vanilla mixture loss in (3.4) proved very important for obtaining good mask estimates.

3.4.4.2. Frame-level loss. The sound classes identified by the classifier should match the correct labels,

whether it is applied to the input mixture or any of the sources estimated by the separator. This can be

achieved by including a binary cross-entropy term between the classifier output and the corresponding true

labels. Let H(l, p) denote the binary cross-entropy function defined as

(3.7) H(l, p) = −l log(p)− (1− l) log(1− p),

where l ∈ [0, 1] and p ∈ [0, 1] respectively denote the true and estimated class probabilities. Lf-class(Y , τ)

denotes the frame-level classification loss at frame τ for an input spectrogram Y and its associated frame-

level weak labels (where labels are left implicit for simplicity of notation). This loss is computed on the

mixture X and on each separated source Ŝi. For the mixture X, the classification loss at frame τ can be

classically computed as the sum of binary cross-entropy terms over all sources,

(3.8) Lf-class(X, τ) =

n∑
i=1

H(li,τ , pi,τ (X)),

where li,τ ∈ {0, 1} is the true frame-level label for the i-th source at frame τ . For the i-th estimated source

Ŝi, the associated labels at each frame τ are obtained from the labels for mixture X by keeping only the

label li,τ for the i-th source, whose activity should be the same as in X, and replacing the labels for all other

sources with zeros, as they should now be inactive. The loss is thus computed as:

(3.9) Lf-class(Ŝi, τ) = H(li,τ , pi,τ (Ŝi)) +
∑
j 6=i

H(0, pj,τ (Ŝi)).

The total frame-level classification loss Ltotal
f-class(τ) at frame τ , where the classifier is applied to the mixture

and all the estimated sources, is computed as

(3.10) Ltotal
f-class(τ) = Lf-class(X, τ) +

n∑
i=1

Lf-class(Ŝi, τ).
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Combining the mixture loss and the classification loss, the overall frame-level loss function to be mini-

mized can be written as

(3.11) Lf =
∑
τ

Ltotal
f-class(τ) + αLf−mix,

where α ≥ 0 is a tunable parameter controlling the contribution of the mixture loss to the total loss.

3.4.4.3. Clip-level loss. When only clip-level weak labels are available, the classifier output is assumed to

be a single prediction at the clip level. For example, in this work, a time-pooling operation is applied to the

output of the frame classifier to map frame labels to clip labels as is commonly done in the weakly-labeled

SED literature [67][116] (see Section ??). The classification loss given the clip-level labels is formulated as

Ltotal
c-class = Lc-class(X) +

n∑
i=1

Lc-class(Ŝi),(3.12)

with

Lc-class(X) =

n∑
i=1

H(li, pi(X)),(3.13)

Lc-class(Ŝi) = H(li, pi(Ŝi)) +
∑
j 6=i

H(0, pj(Ŝi)),(3.14)

where li denotes the clip-level label for the i-th sound class and pi is the clip-level class probability output

by the classifier for the i-th class. Finally, the total loss in the clip-level case is computed as

(3.15) Lc = Ltotal
c-class + αLc-mix.

Table 3.1 summarizes the loss functions used with strong labels, frame-level weak labels, and clip-level

weak labels. In the present work, I only consider systems trained exclusively with one of the three label

types, i.e., I leave the study of combining available training data with different label-types as a topic of future

work. It should be noted that, while the different loss functions in Table 3.1 are interrelated, the decisions

they make in separating and classifying sources are not necessarily consistent with each other. For example,

a clip-level classifier using max-pooling to combine frame-level decisions could make the right decision at

the clip level even though all frame-level decisions are incorrect (i.e., the correct maximum score occurs at

a frame that does not have the correct frame-level label).
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Table 3.1. Summary of fully-supervised and weakly-supervised loss functions.

Label type Equation Loss function

Strong (3.3) Lmi =
∑
i,ω,τ |Xω,τM̂i,ω,τ − Si,ω,τ |

Frame

(3.5) Lf-mix =
∑
ω,τ |Xω,τ −

∑
i∈Aτ Ŝi,ω,τ |+

∑
ω,τ

∑
i/∈Aτ |Ŝi,ω,τ |

(3.10) Ltotal
f-class(τ) =

∑
iH(li,τ , pi,τ (X)) +

∑
i(H(li,τ , pi,τ (Ŝi)) +

∑
j 6=iH(0, pj,τ (Ŝi)))

(3.11) Lf =
∑
τ Ltotal

f-class(τ) + αLf-mix

Clip

(3.6) Lc-mix =
∑
ω,τ |Xω,τ −

∑
i∈A Ŝi,ω,τ |+

∑
ω,τ

∑
i/∈A |Ŝi,ω,τ |

(3.12) Ltotal
c-class =

∑
iH(li, pi(X)) +

∑
i(H(li, pi(Ŝi)) +

∑
j 6=iH(0, pj(Ŝi)))

(3.15) Lc = Ltotal
c-class + αLc-mix

3.4.5. Balancing class weights

In the preceding discussions, all sound sources contribute equally to the total loss value. This is a reasonable

setup in cases where all sound sources are equally likely to be active at any given time. However, sound

sources may in general occur with very different activity levels in a dataset. For instance, a dataset of urban

sounds might include rare, impulsive sound events such as gun shots, as well as sounds that are active over

long periods of time such as street music. Therefore, we weight each sound class during training to balance

the contribution to the total loss of active and inactive frames for that class, which also equalizes the weight

between classes.

Let γi denote the probability of the i-th source being active at any given frame. γi is computed from

the training data as the ratio of the number of frames in the dataset where the i-th source is active to

the total number of frames in the dataset. The aim is increasing the contribution of sources occurring less

frequently or for very short periods of time (e.g., γi = 0.1) in the total loss, while decreasing the contribution

of sources that are active most of the time (e.g., γi = 0.9). This can be achieved by weighting the loss terms

corresponding to frames where a source is active by the inverse of the source’s prior probability of being

active, and similarly for the frames where the source is inactive. The loss weight for the i-th source is defined
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as

(3.16) Wi,τ =


γ−1i i ∈ Aτ ,

(1− γi)−1 i /∈ Aτ ,

where Aτ is the set of active source indices in time frame τ . When using such weights in a loss term, the

expected number of frames contributing to that loss is not only the same for active and inactive regions of

a given source, but also the same across all sources.

These weights can be incorporated in the fully supervised mask inference loss (3.3) as

(3.17) Lmi,W =
∑
i,ω,τ

Wi,τ

∣∣∣Xω,τM̂i,ω,τ − Si,ω,τ
∣∣∣ .

The weights can also be incorporated in the case of frame-level weak labels, reformulating the classifica-

tion loss functions from (3.8) and (3.9) as follows:

Lf-class,W (X, τ) =

n∑
i=1

Wi,τH(li,τ , pi,τ (X)),(3.18)

Lf-class,W (Ŝi, τ) = Wi,τH(li,τ , pi,τ (Ŝi))

+
∑
j 6=i

Wj,τH(0, pj,τ (Ŝi)).(3.19)

The total classification loss Ltotal
f-class(τ) in (3.10) and the overall loss function Lf in (3.11) are modified ac-

cordingly, leading to Ltotal
f-class,W (τ) and Lf,W .

In the clip-level scenario, the prior knowledge regarding sound class activities at a frame-level granularity

is no longer available, but similarly clip-level weights can be used if the sound classes are not uniformly

distributed at the clip level. This case in not considered here as the dataset is designed such that the sound

classes are distributed uniformly at the clip level in all experiments (all classes are equally likely to be active

within a clip).
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3.4.6. Network architecture

The architecture of the separator block used in the experiments is depicted in Figure 3.4(a). It is composed

of a 3-layer bidirectional long short-term memory (BLSTM) network, with each layer including 600 nodes in

each direction. A fully connected layer maps the output of the BLSTM network to n masks with the same

size as the input mixture. Activation functions of all BLSTM units are tanh, while the dense layer outputs

go through sigmoid functions, so that the mask values are always in [0,1].

To design a frame-level SED classifier, I explored a number of architectures, ranging from very simple,

such as a small stack of fully connected layers, to increasingly more sophisticated ones, such as convolutional

recurrent neural networks (CRNNs) [7][2]. I will present the results for the two best performing classifier

architectures (RNNs and CRNNs) in Section 3.5. The clip-level SED classifier in this work is a simple

extension of the frame-level classifier. It is built by adding a max-pooling operator to the output of the

frame-level classifier for each sound class, in order to perform frame-level to clip-level mapping of sound

presence probabilities. More specifically, if the prediction of the frame-level classifier at frame τ for sound

class i with an input spectrogram Y is denoted by pi,τ (Y ), the clip-level classifier prediction pi(Y ) for class

i and input Y is obtained as

(3.20) pi(Y ) = max
τ

pi,τ (Y ).

The investigation of separation performance for some of the more advanced temporal pooling operations

explored in [67] and [116] is left to future work.

Here, I present the two SED classifier architectures that performed best in the separation training

experiments (see Section 3.5):

i) RNN : A 2-layer BLSTM network, with each layer including 100 nodes in each direction, followed by

a fully connected layer that maps the BLSTM output for every time frame to n class probabilities.

Activation functions of all BLSTM units are again tanh. Since the classifier is expected to detect

the presence of multiple overlapping sound classes independently from one another, its output for

each class is mapped to probability values through a sigmoid function. Figure 3.4(b) illustrates

this architecture.
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Figure 3.4. Architectures of (a) the separator, (b) the RNN classifier, and (c) the 2D-
CRNN classifier. (b) and (c) show the architectures of clip-level classifiers. The frame-
level classifiers in both cases can be obtained by removing the last layer (Time pool). Nτ
and Nω denote the number of time frames and frequency bins in the input representation,
respectively. n is the total number of sound classes.

ii) 2D-CRNN : A CRNN architecture composed of a 3-layer 2D convolutional network including max-

pooling after each layer, followed by a BLSTM layer and a fully connected layer, which maps the

BLSTM output to class probabilities. Activation functions of convolutional, BLSTM, and fully

connected layers are relu, tanh, and sigmoid, respectively. The output of each convolutional layer

is batch normalized prior to the application of the activation function. Figure 3.4(c) illustrates

this architecture in detail. This network is a slightly modified version of the SED model proposed

in [116]. Note that the second and third pooling operations in the convolutional network are

applied across both frequency and time axes, which results in a downsampled version of frame-level

predicted probabilities. To match this coarser time resolution while computing the frame-level loss

values, the true weak labels are also downsampled via max-pooling.
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3.5. Experiments

In this section, I present the results of audio source separation experiments. The principal research

question this set of experiments are designed to answer is whether a separation system can learn to isolate

sounds in audio mixtures using only frame-level or clip-level labels (as opposed to TF-bin-level labels). The

main results are presented in Section 3.5.3, where the performance of separation systems trained using the

proposed weakly supervised method is compared to that of separation systems trained through the fully

supervised approach. I further investigate the effect of different components of the proposed optimization

framework (loss function terms, training strategies, etc.) on the separation performance in Section 3.5.4.

3.5.1. Sound event dataset

UrbanSound8K 1 [89] is a dataset of 8732 sound excerpts of length ≤ 4 s, taken from field recordings. The

dataset contains 10 sound classes: air conditioner, car horn, children playing, dog bark, drilling, engine

idling, gun shot, jackhammer, siren, and street music. The audio excerpts are labeled based on the sound

classes to which they belong as well as their salience in the auditory scene (foreground or background).

Table 3.2. Frame-level prior probabilities of activity γi for the five selected sound classes.
The probabilities are computed for training datasets with different λ values.

Sound class

λ Car horn Dog bark Gun shot Jackhammer Siren

5 0.26 0.36 0.27 0.40 0.40
10 0.44 0.57 0.45 0.62 0.63

In this set of experiments, five classes are included in mixture generation: car horn, dog bark, gun

shot, jackhammer, and siren. The class selection was made based on two criteria: i) audio examples in

one class should contain mostly the sound corresponding to the class label, with a reasonable salience level,

and ii) audio examples from different classes should be acoustically distinct enough so that they are at

least recognizable as different sounds by human listeners. The air conditioner, children playing, and street

music classes do not meet the first criterion, as their examples contain target sounds that are either in the

background and barely audible, or accompanied by sounds from other classes. The drilling, jackhammer,

and engine idling classes include many examples that sound very similar, thus only one of them was selected.

1https://urbansounddataset.weebly.com/urbansound8k.html

https://urbansounddataset.weebly.com/urbansound8k.html
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Table 3.3. Distribution of frames and clips containing different numbers of sources in training
datasets with different λ values.

Number of sources per frame

λ 0 1 2 3 4 5

5 0.17 0.28 0.30 0.18 0.06 0.01
10 0.07 0.13 0.21 0.28 0.23 0.08

Number of sources per clip

λ 0 1 2 3 4 5

5 0.00 0.06 0.20 0.34 0.30 0.10
10 0.00 0.00 0.02 0.12 0.38 0.48

Audio mixtures in the generated mixture dataset are 4 seconds long and sampled at 16 kHz. Each

mixture is composed of at least one sound event (i.e., a single occurrence of a sound class) from one of the

five selected classes. The total number of sound events per mixture is sampled from a zero-truncated Poisson

distribution with an expected value of λ. It is important to note that this number can include multiple sound

events from one class, which are grouped together and regarded as one source while generating the weak

labels. Thus, the value of λ determines how crowded the auditory scene is. For instance, λ = 10 means there

are on average 10 sound events (from any class) per mixture. For each event, first one of the five classes

is selected uniformly at random, and then the actual sound event is sampled from all sounds of that class

uniformly as well. Sound events are of arbitrary lengths, ranging from 0.5 s to 4 s, with a start time sampled

uniformly at random under the constraint that the event fits entirely in the 4 s clip. The level of each sound

event is randomly sampled from a uniform distribution of -30 to -25 loudness units full-scale (LUFS) [27].

UrbanSound8K is distributed with the data split into 10 folds. I use folds 1-6 for creating the training

set, folds 7-8 for the validation set, and folds 9-10 for the test set. The training, validation, and test sets

include 20K, 5K, and 5K mixtures, respectively. The frame-level prior probabilities of activity γi (see Section

3.4.5) for the five sound classes and λ values of 5 and 10 are presented in Table 3.2. Since all classes were

sampled uniformly during training, the clip-level prior probabilities of activity are uniformly distributed

and thus not reported. To gain an idea of the amount of overlap between sources, I have also computed

the distribution of frames and clips containing different numbers of sources in the entire training set. This

information is provided in Table 3.3.
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3.5.2. Training setup

In all training sessions, the ADAM optimizer was used, with a learning rate of 10−4, β1 = 0.9, and β2 = 0.999.

The batch size was set to 10 in all experiments, except in the experiment investigating the effect of a shorter

window size (8 ms) where the batch size was set to 8 (see Table 3.10). All networks are trained until the

loss on the validation set stops improving for five consecutive epochs, with a maximum of 50 epochs. The

separator takes the log-magnitude STFT of a mixture as input using the square root of a Hann window of

size 32 ms and a hop size of 8 ms. To provide an upper bound for the separation performance, a separator

network was trained as described in Section 3.4.6 on strong labels (i.e., target sources) with the weighted

version of the fully supervised mask inference loss function Lmi,W in (3.17).

In the weak label cases, three training strategies were considered: i) training the separator and classifier

jointly from scratch using (3.11), ii) pre-training the classifier until convergence using (3.8), then training the

separator through the pre-trained classifier while the classifier is being fine-tuned using (3.11), and iii) pre-

training the classifier until convergence using (3.8), then training the separator through the pre-trained and

fixed classifier using (3.11), where only the term involving the estimated sources contributes to the gradient.

The most effective setup used the 2D-CRNN classifier shown in Figure 3.4(c), with linear magnitude STFT

features as classifier input, where the classifier was first pre-trained on the mixtures, and then the separator

was trained through the fixed pre-trained classifier using a mixture loss weight α = 100 in (3.11) and (3.15).

I use this as the default setup, and explore the importance of the design choices in Section 3.5.4.

3.5.3. Sound event separation results

The performance of the classifier is evaluated in terms of F-measure F = 2PR
P+R , the harmonic mean of

precision P = TP
TP+FP and recall R = TP

TP+FN , where TP, FP, and FN respectively denote the number of true

positives, false positives, and false negatives in the classification results. As mentioned earlier in Section 2.8.3,

when dealing with source separation algorithms in realistic scenarios (as opposed to performing separation via

ideal binary or soft masking), the recently proposed evaluation measure, Scale-invariant Source to Distortion

Ratio (SI-SDR) [52][36] has been shown to be more appropriate than the original Source to Distortion Ratio

(SDR) [111]. Thus, here I use the SI-SDR to measure the quality of the separated sources. When computing

SI-SDR over the test set, I exclude silent sources as well as any mixtures that contain isolated sources, which

can happen occasionally for λ = 5 (see Table 3.3).



88

Table 3.4. Frame-level sound source classification performance in terms of F-measure. The
classifiers are trained and tested on datasets with λ = 5.

Sound class

Classifier Car horn Dog bark Gun shot Jackhammer Siren

RNN (mel-40) 0.850 0.813 0.809 0.915 0.811
2D-CRNN (STFT) 0.948 0.870 0.856 0.940 0.876

Tables 3.4 and 3.5 present the average F-measure for frame-level and clip-level sound classification,

respectively. The input to the RNN classifier is a magnitude Mel spectrogram with 40 filters and the 2D-

CRNN input is a magnitude STFT with linear frequency. It can be observed that, at the frame level, the

2D-CRNN classifier outperforms the RNN classifier by a large margin in identifying all sound sources. The

two classifiers perform more similarly at the clip level, with 2D-CRNN working slightly worse than RNN for

the jackhammer class, but still better than RNN for all other classes.

Source separation results for strong labels (fully supervised upper bound) and weak labels are shown in

Table 3.6 and Figure 3.5, where the weak label results are obtained with the default setup described above,

using a pre-trained 2D-CRNN classifier. Table 3.6 presents both means and medians of SI-SDR values, since

the former measure is commonly used for reporting separation results in the literature, and the latter is

better suited to the non-Gaussian distributions with a large number of outliers, which is particularly the

case for the strong label results in Figure 3.5. Since the overall trends between mean and median results

in Table 3.6 are similar, for clarity only mean results for the ablation studies in Section 3.5.4 are reported.

From these summary statistics, SI-SDR improvements with respect to the mixture is observed for all classes

with both frame- and clip-level weak labels. The smallest and largest SI-SDR improvements in Table 3.6

correspond to the siren and gun shot classes, respectively. The siren class in this dataset contains a more

diverse set of sounds compared to other classes (e.g., police siren versus ambulance siren), which is likely the

reason why it is the most difficult sound type to separate even when strong labels are used.

The scatter plots of separation results, shown in Figure 3.5, allow a more detailed comparison between

the performance of separators trained through different types of labels. It should be noted that all test

mixtures included in these plots contain at least two sound sources. Each panel shows the amount of SI-SDR

improvement versus input SI-SDR for all test set examples of one sound class. The input SI-SDR refers to

the SI-SDR obtained when considering the input mixture as the estimate for the target source. One common
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Table 3.5. Clip-level sound source classification performance in terms of F-measure. The
classifiers are trained and tested on datasets with λ = 5.

Sound class

Classifier Car horn Dog bark Gun shot Jackhammer Siren

RNN (mel-40) 0.914 0.915 0.915 0.934 0.864
2D-CRNN (STFT) 0.958 0.924 0.949 0.922 0.914

trend observed in all cases is the downward tilted shape of the data distribution, which is also typically

observed in speech separation [36][123]. This pattern indicates that the highest SI-SDR improvement is

achieved for low-SI-SDR inputs and the amount of improvement shrinks when using inputs with higher

SI-SDR values.

When going from strong to weak labels in all sound classes, an obvious trend is a decrease in the number

of points in the higher end of SI-SDR improvement values. For example, in the plot corresponding to the

results for the car horn class and strong labels (top row, leftmost panel), there are several points with SI-SDR

improvements above 50 dB. When using frame-level labels, the highest SI-SDR improvement drops to around

40 dB, and it decreases even further down to 30 dB when using clip-level labels. Interestingly, however, the

high-density regions of the distributions in each class seem to remain largely similar, contrary to what one

may have expected given the difference in the strength of labels used for training. Although frame-level

labels yield better results than clip-level labels in general, the distribution of output SI-SDRs for these two

label types seems to be very similar in all cases. Furthermore, both weak-label distributions seem to have

large amounts of overlap with strong-label distributions and to provide significant SI-SDR improvement over

the input SI-SDRs.

Table 3.6. Mean/median SI-SDR values (dB) for all sound classes and separators trained
using different labels. ∆SI-SDR indicates the SI-SDR improvement. The last column shows
the results over all samples and all classes. The 2D-CRNN classifier is used in both weak
label cases. Models are trained and tested on datasets with λ = 5.

Sound class

Car horn Dog bark Gun shot Jackhammer Siren Overall

Input SI-SDR −5.8 / −5.7 −5.4 / −5.4 −5.5 / −5.8 −2.9 / −2.8 −3.0 / −3.0 −4.5 / −4.5
∆SI-SDR-strong 9.9 / 7.9 10.0 / 9.2 12.5 / 11.2 7.8 / 6.8 4.9 / 6.2 9.0 / 8.3
∆SI-SDR-frame 7.0 / 5.4 8.3 / 7.7 9.7 / 9.1 5.7 / 4.9 3.1 / 4.3 6.8 / 6.2
∆SI-SDR-clip 6.5 / 5.7 6.4 / 6.1 8.8 / 8.3 4.6 / 4.0 1.8 / 3.5 5.6 / 5.5
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Figure 3.5. Separation results for all sound classes when the separator is trained on strong
labels (top row), frame-level weak labels (middle row), and clip-level weak labels (bottom
row). All panels show SI-SDR improvement versus input SI-SDR values. The 2D-CRNN
classifier and the magnitude STFT input are used in experiments with both frame-level and
clip-level labels. There are over 3000 datapoints in each plot (between 3073 for gun shot
and 3147 for jackhammer). Warmer colors mean higher densities of data points.

3.5.4. Ablation studies

In this section, I investigate the effect of different components of the proposed weakly supervised framework

on the separation performance. I focus on the core components of the proposed algorithm, i.e., the loss

function and training setup in Sections 3.5.4.2, 3.5.4.5 and 3.5.4.1. Furthermore, I study the robustness

of the separation system with respect to the amount of overlap between sources (Section 3.5.4.4) and the

impact of the audio representation parameters on the separation results (Section 3.5.4.3).

3.5.4.1. Training strategies. The effect of different training strategies on separation performance can

be observed in Table 3.7. The joint separation-classification model was trained on frame-level weak labels

under the three training strategies listed in Section 3.4.3. Regardless of the classifier architecture, the best
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separation results are achieved when the classifier is pre-trained on mixtures and its parameters are then

fixed when training the separator. Training the separator and classifier jointly from scratch, or fine-tuning

the classifier when the separator is being trained always resulted in a worse separation performance in the

experiments. One hypothesis is that this behavior is due to the co-adaptation of the two networks, where

the classifier can adapt its weights to correctly classify errors made by the separator, rather than forcing the

separator to output estimated sources that match the previously learned representation for each sound class.

In other words, this co-adaptation weakens the ability of the classifier to objectively assess the performance

of the separator.

Table 3.7. Mean SI-SDR improvement (dB) for different training strategies, over all classes.
The models are trained on frame-level labels. In all cases, α = 100, λ = 5, and the average
input SI-SDR is −4.5 dB.

Training strategy

Classifier Joint Fine-tune classifier Fix classifier

RNN (mel-40) −4.4 5.5 6.2
2D-CRNN (STFT) −0.2 1.3 6.8

3.5.4.2. Mixture loss. To investigate the effect of the mixture loss term, the separator network was

trained using different α values in the overall frame-level loss of (3.11). The SI-SDR improvement results,

presented in Table 3.8, clearly show the importance of this loss term for the separation task. A similar

trend is observed for both classifiers. When α = 0, only the classification loss is used to train the separator,

which leads to poor separation performance as the separator network only needs to isolate the TF features

necessary for classification, not signal reconstruction. Conversely, a comparatively very low contribution of

the classification loss term (e.g., α = 104) results in degraded performance as the separator only needs to

reconstruct the mixture without isolating the individual sound sources. A good balance between the two

loss terms (e.g., α = 102) is essential to obtain high SI-SDR gains.

3.5.4.3. TF representation. The properties of the audio representation input to the classifier, such as

frequency scaling and resolution, proved to have a considerable impact on the separation results in the

experiments. The performance of the separator is essentially correlated with the efficacy of the classifier in

capturing the spectro-temporal patterns that distinguish each sound class from the others. For instance, a

classifier that depends only on a few frequency bins to identify a sound will output accurate class probabilities

as long as the separator assigns correct amounts of energy to those bins. Using such a classifier, the model
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Table 3.8. Mean SI-SDR improvement (dB) using different mixture loss weights, over all
classes. The models are trained on frame-level labels. In all cases, λ = 5 and the average
input SI-SDR is −4.5 dB.

Mixture loss weight (α)

Classifier 0 10 102 103 104

RNN (mel-40) 1.9 4.6 6.2 5.3 1.9
2D-CRNN (STFT) 0.9 3.9 6.8 5.1 1.1

could correctly identify an impulsive, broadband sound (e.g., gun shot) in a mixture, even if the separated

source estimate includes only a small portion of the actual spectral content.

Table 3.9. Mean SI-SDR improvement (dB) using different frequency scales and resolutions,
over all classes. The models are trained on frame-level labels. In all cases, α = 100, λ = 5
and the average input SI-SDR is −4.5 dB.

Number of mel filters

Classifier 10 20 30 40 56 Linear freq.

RNN 5.5 6.4 6.0 6.2 5.0 6.1
2D-CRNN 5.3 4.8 5.9 6.0 6.2 6.8

One way to address this problem is to force the classifier to produce predictions based on broader fre-

quency ranges by decreasing the frequency resolution of mixtures and estimated sources prior to feeding them

to the classifier. To lower the frequency resolution, a Mel-frequency filterbank is applied to the magnitude

STFTs to be used as classifier inputs. The Mel-frequency filterbank also has the advantage of changing the

frequency resolution logarithmically, with a grid that is finer across lower frequencies, maintaining most of

the information necessary to distinguish harmonic sources, and grows coarser as the frequency increases. I

investigate the effect of frequency scaling and resolution on the quality of spectral patterns learned by the

classifier, which in turn impacts the separation quality, by using two different representations as the classifier

input: a linear magnitude STFT and a linear magnitude Mel spectrogram with a varying number of Mel

filters. The STFT parameters (window size and hop length) are the same for the separator and classifier

inputs.

The amount of SI-SDR improvement for different Mel-frequency filterbanks (featuring different numbers

of filters and different center frequencies) are provided in Table 3.9. The results for the linear magnitude

STFT, corresponding to the linear frequency case (no filterbank), are reported as “Linear Freq.” in the table.
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As can be seen, changing the frequency scale and resolution of the classifier input can make a difference of up

to 2 dB in the average SI-SDR improvement. The performance of a model using the RNN classifier can be

improved up to 0.4 dB by using a Mel spectrogram as input. The best number of Mel filters, however, seems

to be difficult to choose without running a grid search. The 2D-CRNN classifier, on the other hand, provides

the highest improvement when the original magnitude STFT is used as input. I will investigate the effect of

using a multi-resolution time-frequency representation, e.g., CQT, and the proposed audio representation,

i.e., MCFT on the separation performance in the next chapter.

Table 3.10. Mean SI-SDR improvement (dB) for different STFT window sizes, over all
classes. In all cases, the 2D-CRNN classifier is used with magnitude STFT input features.
The models are trained on frame-level labels. In all cases, α = 100, λ = 5, the overlap
between windows is 75%, and the average input SI-SDR is −4.5 dB.

Sound class

Win. size Car horn Dog bark Gun shot Jackhammer Siren

8 ms 5.8 6.8 10.0 4.9 3.0
16 ms 7.8 8.7 10.4 6.1 4.1
32 ms 7.0 8.3 9.7 5.7 3.2
64 ms 5.1 5.8 7.0 4.1 2.8

It can be observed that the 2D-CRNN classifier consistently outperforms the RNN classifier in terms of

separation performance in Tables 3.7-3.9. Since the 2D-CRNN classifier also provided the best classification

performance for most classes in Tables 3.4 and 3.5, these results imply that better classification performance

is correlated with better separation performance when training a weakly labeled separation system. Further

refinements of the classifier may thus lead to improved separation quality.

I further investigate the effect of frequency and time resolutions by varying the window size of the

magnitude STFTs input to both separator and classifier blocks. I run this experiment using the best

performing model thus far, which includes a 2D-CRNN classifier with magnitude STFT (linear frequency

scale) as input. The results, provided in Table 3.10, demonstrate that decreasing the time resolution by

using windows longer than 32 ms degrades the separation performance, while decreasing the window size

provides performance improvement. The limit on the improvement, however, seems to be reached when the

window size is 16 ms, as using a window size of 8 ms results in worse performance, likely due to the poor

frequency resolution.
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3.5.4.4. Source density. Next, I investigate how the density of sound sources in the scene impacts the

performance of networks trained with different label types. When strong labels are used, the network is

provided with information about the presence of sources at a time-frequency-bin level granularity. However,

when using weak labels the ability of the classifier to learn the spectral structure of a sound type, and hence

how accurate a metric it is for separation training, depends on how often that sound source overlaps with

other sources in training examples. It is, therefore important to have an idea about how much the separation

performance drops when using weak labels as the number of sound events in the scene and overlap between

them increase.

As mentioned in Section 3.5.1, the parameter λ used when creating the mixtures determines the expected

number of events in each four-second scene. The left four columns in Table 3.11 compare separation perfor-

mance between training using strong labels (fully supervised upper bound) and both frame- and clip-level

weak labels for different λ values, where only results with the 2D-CRNN are reported for brevity. In the fully

supervised case, training with more difficult mixtures (λ = 10) leads to improved separation performance

compared to training with easier mixtures (λ = 5). However, for frame-level weak labels, training with

λ = 10 leads to slightly worse performance than training with λ = 5, and for clip-level weak labels training

with λ = 10 causes a larger performance drop. Revisiting Table 3.3, it can be seen that when λ = 10 the

training set contains no clips with only a single active source, compared to 6% of the clips for λ = 5, while

there are some single source frames for both λ values. Therefore, I hypothesize that the drop in clip-level

weak-label performance for the λ = 10 training set in Table 3.11 is due to the lack of any training data

containing labeled regions with isolated sources. While the higher SI-SDR numbers in Table 3.11 for both

frame-level and clip-level weak labels using the λ = 5 training set indicate that the network does likely make

use of labeled regions containing isolated sources, the method can still work in their absence, as shown by

the SI-SDR improvements of 4.9 dB and 4.4 dB for the most difficult case of clip-level weak-labels and the

λ = 10 training set.

3.5.4.5. Class weights. Finally, I investigate the importance of the loss weights, computed based on the

prior probability of sound class activities, in separation training (see Section 3.4.5). By increasing the focus

on sources that are short or happen less often and decreasing the focus on sources that are active most of

the time, class weights help a separator to maintain a balance in learning sound classes with different levels

of activity. It is particularly important to study the effect of class weights on the performance of separation
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Table 3.11. Mean SI-SDR improvement (dB) for separators trained using strong labels,
frame-level weak labels, clip-level weak labels, datasets with different λ values, and weighted
(left four columns) or not weighted (right four columns) loss functions. All separators are
trained using the 2D-CRNN classifier.

With class weights Without class weights

Training λ 5 10 5 10

Testing λ 5 10 5 10 5 10 5 10

Input SI-SDR −4.5 −6.2 −4.5 −6.2 −4.5 −6.2 −4.5 −6.2
∆SI-SDR-strong 9.0 7.0 9.4 7.3 3.2 1.8 9.3 7.4
∆SI-SDR-frame 6.8 5.2 6.4 5.4 6.3 4.9 6.1 5.3
∆SI-SDR-clip 5.6 4.7 4.9 4.4 5.6 4.7 4.9 4.4

systems trained on weak labels as no information about the spectral structure of sounds is provided in

separation training. In this training setup, the loss weights are used in the case of strong labels and frame-

level labels, in the formulation of the mask inference loss and the classification loss, respectively. The results

presented in Table 3.11 (right four columns) are obtained using the same setup as in the previous section,

with the only difference that the loss terms are not weighted. Removing the weights when a less dense

training dataset (e.g., λ = 5) is used results in a larger performance drop in both strong and frame-level

cases. Intuitively, this behavior is expected as in such scenarios, the prior probabilities are much smaller

than 0.5 for sparser classes, such as gun shot (see Table 3.2), and hence these classes are assigned larger

weights than less sparse classes, such as jackhammer. However, as the prior probabilities get closer to 0.5 in

a dataset with λ = 10, the difference between class weights becomes smaller and their effect on separation

results less noticeable. Further, it can be observed that removing the weights has a more dramatic impact

on the strong label than frame-level label results. This can be explained by considering the fact that in

the frame-level label case, the weights are only incorporated in the classification loss. Therefore, as long as

the classification performance does not degrade significantly (which was the case in these experiments), the

separation performance is anticipated not to vary dramatically.

3.5.5. Unsuccessful attempts

In this section, I provide a list of failed attempts in the experiments so that they are avoided (or tried more

carefully) in any future work that might build on the proposed method. In addition to using the RNN and

2D-CRNN sound event classifiers shown in Figures 3.4(b) and 3.4(c) for frequency pooling, I explored simple

frequency pooling (e.g., average pooling over frequency), a learned linear transform, or a feedforward deep
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network (without memory). In all cases, these frequency pooling approaches failed to learn to separate.

Furthermore, I experimented with an “idempotent” loss, where an additional loss function term enforced the

separation network to pass estimated separated sources unchanged. I found that this loss term only hurt

separation performance. My hypothesis is that in most cases this constraint was redundant with information

provided by the weak labels. Finally, I explored using log magnitude STFT features (as opposed to linear

magnitude) as input to the classifier. Although log features gave slightly better classification performance,

the separator networks did not train reliably, even when regularizing the log (i.e., adding a small positive

value to the log input).

3.6. Conclusion

In this chapter, I presented an algorithm for training a source separation system with weak labels, where

isolated sources are not required for the training process. The proposed algorithm is auditory-inspired in that:

i. it includes having a sound identification system to learn different sound types from examples of complex

auditory scenes, where there can be considerable spectral and temporal overlap between different sources,

and ii. it employs the trained sound identification system as the principal metric for loss calculation while

training the separator. The model is trained to minimize an objective function that requires the separator

to produce source estimates that are identifiable by the classifier. The objective function also enforces the

estimated sources to sum up to the mixture. The experiments with weak labels yielded promising results

and showed significant SI-SDR improvement even when using weak labels on a very coarse-resolution time

grid (clip-level labels). Since the proposed separation training method is not constrained by having access

to ground truth isolated sources, it is an important step towards the design of systems that can be trained

on large collections of audio mixtures capturing more realistic scenarios. Systems trained using weak labels

would thus be better-suited to use in wearable hearing devices (e.g., hearing aids), as they are much easier

to train (and re-train) on complex auditory scenes encountered in everyday life.
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CHAPTER 4

Putting it all together

4.1. Introduction

Dealing with high levels of energy overlap between sources is a major challenge faced by source sep-

aration algorithms that use time-frequency representations as their input. The MCFT [77][81], an audio

representation whose design was inspired by the common fate principle (see Chapter 2), was developed with

the principle goal of addressing the separability issue in the time-frequency domain. The MCFT is fully

invertible (i.e., a time-domain audio signal can be perfectly reconstructed given its representation in the

MCFT domain), and increases the separability for highly overlapped sound sources with different spectro-

temporal modulation patterns by encoding the modulation patterns as explicit dimensions. However, the

original version of the MCFT is high-dimensional and thus it cannot be easily used in realistic scenarios

where low computational complexity is desirable. In this chapter, a subsampling method will be presented

that significantly reduces the size of the MCFT while maintaining its invertibility, its capability for cap-

turing spectro-tempral modulations, and to a great extent its higher level of separability compared to a

time-frequency representation.

The utility of this new representation, termed L-MCFT, will be demonstrated by training deep neural

networks to separate mixtures of highly overlapped audio sources with distinct modulation patterns in the

L-MCFT domain. Furthermore, it will be shown that similar to a time-frequency representation such as

the STFT, the L-MCFT can be employed as input to a joint separation-classification system that learns to

separate sounds using weak (e.g., frame-level) labels as target. In summary, the contributions of this chapter

include:

• A low-complexity version of the MCFT, which can be easily used for audio source separation in

realistic scenarios.

• A series of experiments on urban sound mixtures demonstrating the utility of the L-MCFT as an

audio representation for deep-learning-based source separation.
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4.2. MCFT Refinement

In the implementation of the MCFT as proposed in Chapter 2, each two-dimensional filter in the multi-

resolution filterbank, regardless of its bandwidth, is applied to all time-frequency points of the Constant-

Q Transform (CQT). Such an approach results in oversampling for low-scale/low-rate filters while high-

scale/high-rate filters are only critically sampled. Thus, the output representation is large and contains a

high level of redundancy making it somehow difficult to use in realistic situations. For instance, a one-

second-long audio signal sampled at 44.1 kHz, with a frequency resolution of 48 bins/oct and a frequency

range of 20 Hz to 22.05 kHz, results in a CQT of size 486×628. A spectro-temporal filterbank for this signal

with scale and rate resolutions of 1 (cyc/oct) and 1 (cyc/sec), respectively, can include up to 154 filters (7

spectral and 22 temporal filters). Keeping all the time-frequency points of the filtered sections, therefore,

results in a representation of size 7 × 22 × 486 × 628, that is 154 times larger than the CQT, where the

low-scale/low-rate slices are highly oversampled (contain redundant information).

In order to use the MCFT as input to audio processing algorithms, it is important to reduce the amount of

redundant information such that the representation is more memory efficient and imposes less computational

complexity on the algorithms. To this end, the original spectro-temporal filterbank can be replaced by a

subsampled filterbank, where all filters are critically sampled, or they are all sampled with the rate of the

filter with the highest scale-rate center. In the latter approach, lower filters would be slightly oversampled

compared to the critically sampled case, but they are still downsampled versions of the original filters. Slight

oversampling, as will be shown in Section 4.2.2, can be helpful to the separation performance in non-ideal

cases where the signal segment under analysis does not contain exactly full cycles of very low frequency

components, and hence critical sampling results in some information loss. It will be demonstrated in Section

4.2.2 that critical sampling and downsampling to the highest bandpass filter can respectively results in at

least 95% and 80% reduction in the MCFT size while maintaining significant separability gain over the

baseline time-frequency representation, i.e., the CQT. It should be noted that here the term subsampled

filterbank is used instead of the common term multi-rate filterbank merely to avoid confusion with rate as

one dimension of the MCFT. In the following sections, I discuss the development of a subsampled filterbank,

which is subsequently used in the implementation of a subsampled version of the MCFT, hereafter referred

to as L-MCFT.
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4.2.1. Subsampled filter-bank design

The first step in the design of subsampled version of the MCFT is the design of a spectro-temporal filterbank

with a sampling frequency that varies with the filter center and bandwidth. In this section, I will first present

the fundamentals of the design and implementation of of a one-dimensional subsampled filterbank (e.g., the

filterbank used in the CQT computation [91]), and then I will discuss the generalization of the subsampled

filterbank to the two-dimensional (e.g., scale-rate) case.

4.2.1.1. One-dimensional subsampled filter-bank. In their work on the development of an efficient,

perfectly reconstructable CQT, Schörkhuber et al. [91] proposed a subsampled filterbank design method,

which is carried out in the frequency domain (unlike methods applying windows of different lengths to the

signal in the time domain). In this section, I briefly cover their approach to the subsampled filterbank design.

Let us denote the multi-resolution short-term frequency transform of a discrete time-domain signal x(n)

by Xk,n defined as

(4.1) Xk,n =

L−1∑
l=0

x(l)wk(n− l)ei2π(n−l)fk/fs ,

where k and n are frequency bin and time indices, respectively, L denotes the length of x, and wk(n) is a

symmetric window function (with respect to n = 0). fs and fk respectively denote the sampling frequency

of x and the center frequency of the kth frequency bin. In a logarithmic frequency scale (e.g., the frequency

scale of the CQT), the center frequencies can be obtained from

(4.2) fk = f0 · 2
k
b , k = 0, 1, ...,K − 1

with b denoting the number of frequency bins per octave, f0 denoting the lowest center frequency and K the

total number of frequency bins. In a constant-Q transform, the ratio of the center frequencies to bandwidths,

the Q-factor, is set to be constant. Thus, the support of the time-domain window function, wk(n), is wider for

lower center frequencies and becomes narrower as fk increases. This is equivalent to the frequency-domain

support of window functions being narrower for lower frequencies and wider for higher frequencies. The

Q-factor can be computed as

(4.3) Q = 2
1
b − 2−

1
b .
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Note that equation (4.1) presents a formulation of the transform with a hop size of one sample between

adjacent windows, that is, the transform is computed for every n = 0, 1, ..., L− 1, which is computationally

inefficient. Reducing the complexity of the transform can be carried out by subsampling in the time domain,

i.e., by evaluating the values for every n = 0, hk, 2hk, ...,
L−1
hk

, where hk is the hop size between adjacent

windows corresponding to the kth frequency bin. This is equivalent to subsampling the transform at the kth

bin with a sampling rate of fks = fs/hk.

In a different approach, fast computation of (4.1) through Fourier transform and reducing the compu-

tational complexity can be combined and implemented more efficiently by subsampling the transform in

the frequency domain. Considering the fact that the time-domain subsampling is equivalent to mapping

the entire frequency range of the spectrum,
(
− fs2 ,+

fs
2

]
into the frequency interval

(
− f

k
s

2 ,+
fks
2

]
, frequency-

domain subsampling of the kth frequency bin can be performed by shifting down the kth filtered segment

to be centered around zero, discarding all the frequency bins outside
(
− f

k
s

2 ,+
fks
2

]
, and then applying the

inverse Fourier transform to the remaining values. As demonstrated in [91], however, merely shifting the kth

center frequency results in a phase difference between the frequency-domain and time-domain subsampled

versions (even though the magnitude of the coefficients are the same). Although this phase discrepancy does

not affect the signal reconstruction in the frequency-domain approach, the phase values produced by the

time-domain approach are more intuitive and thus more desirable. The phase discrepancy can be simply

resolved by performing the mapping of the values in the interval
(
− fs2 ,+

fs
2

]
into

(
− f

k
s

2 ,+
fks
2

]
using the

following function:

(4.4) M(f, fks ) = f − b f
fks
cfks .

where f denotes the original frequency value, M(., .) is the function that maps the original frequency into

the value after subsampling, and b·c indicates rounding towards negative infinity. For more details, please

refer to [91].

4.2.1.2. Subsampled spectro-temporal filter-bank. The frequency-domain subsampling approach de-

scribed in the previous section can be generalized to the two-dimensional space to reduce the complexity of

the spectro-tempral filters, and consequently the complexity of the MCFT.

In this context, the time-frequency domain is the original domain and the representation to be filtered

and subsampled is the CQT. The scale-rate domain is the transform domain, where the subsampling is
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performed (similar to “frequency" domain in the previous section). The spectro-temporal filterbank contains

two-dimensional constant-Q filters whose center frequencies are distributed as

(4.5) (sp, rq) = (s0 · 2
p
bs , r0 · 2

q
br ), p = 0, 1, ..., Ns − 1, q = 0, 1, ..., Nr − 1,

where bs and br denote the number of scale and rate filters per octave, respectively, (s0, r0) is the center

frequency of the closest filter to the origin, and Ns and Nr respectively denote the total number of scale and

rate filters. The subsampled filter centered at (sp, rq) is computed by mapping the entire scale-rate domain,(
−ηs2 ,+

ηs
2

]
×
(
−ηr2 ,+

ηr
2

]
into the interval

(
−η

p
s

2 ,+
ηps
2

]
×
(
−η

q
r

2 ,+
ηqr
2

]
using the function

(4.6) M(s, ηps , r, η
q
r) = (s− b s

ηps
cηps , r − b

r

ηqr
cηqr),

where ηs and ηr denote the original sampling rate along the scale and rate axes, respectively, ηps is the

reduced sampling rate corresponding to the pthe scale filter and ηqr is the sampling rate of the qth rate filter.

To compute the L-MCFT coefficients associated to the scale-rate bin centered at (sp, rq), first the 2D

Fourier transform is applied to the CQT to obtain its scale-rate-domain version. Next, the values in the

interval
(
sp − ηps

2 , sp +
ηps
2

]
×
(
rq − ηqr

2 , rq +
ηqr
2

]
are multiplied by the 2D filter values and shifted along

the scale and rate axes according to the mapping function in equation (4.6). Finally, the filtered section

is converted back to the time-frequency domain by applying the inverse 2D Fourier transform. It is worth

considering that the computation of spectro-tempral filters can be performed faster by directly implementing

the closed-form Fourier transform of the spectral and temporal seed functions (e.g., in equations (2.6) and

(2.7)) as it would save the time of two FFT operations for each filter in the filterbank (e.g., in computing a

filterbank with 100 filters this would save the time of 200 FFT operations). The formulas for the spectral

and temporal seed functions used in this dissertation are provided in Appendix A.

4.2.2. Experimental Validation

In this section, I compare the L-MCFT to MCFT in terms of separation performance and the overall size of

the representation. The goal of this set of experiments is to answer the following questions:

(1) Is there a trade-off between the amount of discarded information (the level of dimensionality reduc-

tion) and the separability of the L-MCFT in realistic scenarios (a short signal containing frequency

components with different start times and potentially incomplete cycles)? How does the L-MCFT
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computed with different subsampling methods performs on the source separation task compared to

the MCFT?

(2) Does L-MCFT provide better separability for mixtures of highly overlapped sources with distinct

spectro-temporal modulation patterns, compared to a representation that does not explicitly cap-

ture spectro-temporal modulation patterns as explicit dimensions such as the CQT?

(3) How much parameter tuning is required to improve the separation performance of the L-MCFT

(e.g., compared to the CFT)?

The dataset used in Section 2.8 to benchmark the MCFT against other representations is also used in

this set of experiments. As a reminder, the dataset includes 126 mixtures of instrumental sounds played

in unison (same pitch) but with different frequency modulation techniques (e.g., vibrato versus trill). All

mixtures are 2 seconds long and are sampled at 44.1 kHz. The note C is selected as a representative pitch

class over octaves 2 to 7 (65.41 Hz to 2093 Hz).

The set of representations to be compared includes the CQT, the original fully-sampled MCFT, and

the L-MCFT with two different subsampling methods (critically sampled and sampled to the length of the

highest bandpass filter). The minimum and maximum frequencies of the CQT are respectively set to 61.74

Hz (note B1) and 4435 Hz (note C#8) in all cases. The frequency resolution of the CQT is considered as

a tunable parameter taking on values in {12, 24, 48, 96} (bins/oct). The same parameters are used in the

time-frequency representation stage of the MCFT and L-MCFT.

The total number of spectro-temporal filters in the MCFT and L-MCFT filterbanks depends on the

scale and rate resolutions, as well as the frequency and time resolutions of the CQT, i.e., the sampling rates

of the scale and rate values, respectively. Table 4.1 presents the filter centers of the spectral and temporal

filterbanks used in the experiments for different values of the CQT frequency resolution.

Table 4.1. Spectral and temporal filterbank centers for different CQT frequency resolution.

Freq. Resolution Spectral Filter Centers (cyc/oct) Temporal Filter Centers (cyc/sec)

12 bins/oct 2−4, 20, 21, 22, 22.5 2−2, 20, 21, 22, 23, 24, 25, 26, 27, 27.5

24 bins/oct 2−4, 20, 21, 22, 23, 23.5 2−2, 20, 21, 22, 23, 24, 25, 26, 26.5

48 bins/oct 2−4, 20, 21, 22, 23, 24, 24.5 2−2, 20, 21, 22, 23, 24, 25, 25.5

96 bins/oct 2−4, 20, 21, 22, 23, 24, 25, 25.5 2−2, 20, 21, 22, 23, 24, 25, 25.5
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Table 4.2. Mean SDR (dB) for the results of ideal binary masking on two-source and four-
source unison mixtures. Higher values are better. Each number is the overall result over all
masking thresholds. “critic" and “bpass" respectively mean critically sampled and sampled
to the rate of the highest bandpass filter. “s1r1" means the scale and rate resolutions of the
filterbank are 1 (cyc/oct) and 1 (cyc/sec), respectively.

Representation

No. Freq. L-MCFT L-MCFT MCFT
Sources Resolution CQT critic-s1r1 bpass-s1r1 s1r1

2

12 bins/oct 4.2 4.9 5.1 6.6
24 bins/oct 5.8 6.0 6.2 8.0
48 bins/oct 7.1 7.3 7.5 9.0
96 bins/oct 7.9 8.5 8.6 10.2

4

12 bins/oct -1.3 -0.2 0.2 1.7
24 bins/oct 0.5 1.0 1.4 3.1
48 bins/oct 1.9 2.4 2.7 4.3
96 bins/oct 2.9 3.8 4.0 5.7

To investigate the effect of different levels of source overlap on the separation performance, two-source

and four-source mixtures are considered. In each experiment, ideal binary masks with masking thresholds

ranging from 0 dB to 30 dB with a step size of 5 dB are applied to mixtures represented in one of the transform

domains and then Source to Distortion Ratio (SDR) values are computed for the estimated sources that are

converted back to the time domain.

The separation results are presented in Tables 4.2 and 4.3. In each table, the mean of the SDR values

over all mixtures and all masking thresholds are given for each transform-frequency resolution pair. The

results in Table 4.2 are obtained using a spectro-temporal filterbank with scale and rate resolutions of 1

(cyc/oct) and 1 (cyc/sec), respectively. It can be observed that even though the L-MCFT provides a lower

separability level compared to the original MCFT, it still outperforms the CQT for all frequency resolutions

and the performance gain over the CQT increases with an increase in the number of sources per mixture. It

can be also observed that a slight oversampling of low-scale/low-rate filters (“bpass" subsampling method)

improves the separation performance implying the existence of a trade-off between the amount of discarded

information and separation performance in realistic scenarios.

The scale resolution did not show a considerable effect on the separation performance in the experiments,

therefore, I will only treat the rate resolution as a tunable parameter for the L-MCFT. Table 4.3 presents

the results for a filterbank with scale and rate resolutions of 1 (cyc/oct) and 2 (cyc/sec), respectively. It

can be observed that the separability of both MCFT and L-MCFT is improved with an increase in the rate
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Table 4.3. Mean SDR (dB) for the results of ideal binary masking on two-source and four-
source unison mixtures. Higher values are better. Each number is the overall result over all
masking thresholds. “critic" and “bpass" respectively mean critically sampled and sampled
to the rate of the highest bandpass filter. “s1r2" means the scale and rate resolutions of the
filterbank are 1 (cyc/oct) and 2 (cyc/sec), respectively.

Representation

No. Freq. L-MCFT L-MCFT MCFT
Sources Resolution CQT critic-s1r2 bpass-s1r2 s1r2

2

12 bins/oct 4.2 6.4 6.8 7.4
24 bins/oct 5.8 7.2 7.6 8.6
48 bins/oct 7.1 8.0 8.3 9.5
96 bins/oct 7.9 8.8 9.0 10.5

4

12 bins/oct -1.3 1.3 2.0 2.6
24 bins/oct 0.5 2.2 2.8 3.8
48 bins/oct 1.9 3.3 3.7 4.8
96 bins/oct 2.9 4.2 4.5 6.2

resolution and both representations perform significantly better than the CQT. This performance gain is

achieved at the cost of increased representation size. However, the rate of growth for the MCFT size is

considerably larger compared to the size of the L-MCFT.

Table 4.4 presents the ratio of the L-MCFT size to the MCFT size for all cases included in Tables 4.2

and 4.3. When a filterbank with a rate resolution of 1 (cyc/sec) is used, critical sampling and downsampling

to the length of the highest bandpass filter result in representations whose sizes are respectively around 5%

and 19% of the original MCFT size. The size reduction is even larger when using a higher rate resolution

(around 3% and 14%, of the MCFT size, respectively) implying a higher rate of growth in the computational

complexity of the MCFT.

Table 4.4. The ratio of the L-MCFT size to the MCFT size for different frequency reso-
lutions and different subsampling methods. The scale and rate resolutions are 1 (cyc/oct)
and 1 (cyc/sec), respectively for all representations.

Freq. Resolution (bins/oct)

Filterbank Resolution Subsampling 12 24 48 96

s1r1 critic 5.7% 5.4% 5.3% 4.7%
bpass 19.1% 19.1% 18.9% 19.1%

s1r2 critic 3.1% 3.1% 3.2% 2.8%
bpass 13.5% 13.5% 13.5% 13.7%
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Figure 4.1. Total representation size for the MCFT and L-MCFT versus temporal filter
resolution. Each graph corresponds to one value of the CQT frequency resolution.

The sizes of the MCFT and L-MCFT are further compared in Figure 4.1, where the CQT frequency reso-

lution and the rate resolution are tunable parameter taking on values in {12, 96} and {1, 2, 4, 8}, respectively.

It can be clearly observed that while the size of both transforms grows with an increase in the frequency or

rate resolution, the size of the L-MCFT computed with either subsampling method is significantly smaller

than the size of the MCFT with the same parameters. Moreover, the L-MCFT size grows much more slowly

with an increase in the parameter values.

4.3. L-MCFT-based source separation training

This section presents a source separation scenario where the L-MCFT is used as the representation

domain for separation training. I will consider mixtures of sources with distinct spectro-temporal patterns,

which were shown to be captured effectively by the common-fate-based representations. I will compare the

performance of a separation system trained on the L-MCFT of audio mixtures to that of a system with

comparable characteristics/capacity (e.g., number of learnable parameters) trained on a time-frequency-

domain representation, e.g., the STFT of audio mixtures.

4.3.1. Experimental design

In this section, I describe the setup used in the separation training experiments. The goal of this set of

experiments is to answer the following question:
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(1) Can a deep neural network be trained to perform source separation using the L-MCFT as the input

representation? Is training such a network possible with weak labels as well as strong labels?

(2) How does a separator trained on the L-MCFT of the audio signals perform in terms of separation

quality compared to a separator trained on a time-frequency representation such as the STFT?

(3) How does a change of input representation from the STFT to L-MCFT affect the network archi-

tecture design and number of training epochs?

4.3.1.1. Dataset. The dataset used in this set of experiments is created in a similar way to the dataset

used in Section 3.5. The audio data is extracted from UrbanSound8K 1 [89], a dataset containing 8732 sound

excerpts of length ≤ 4 s, taken from field recordings. From 10 sound classes included in the dataset three

classes with distinct spectro-temporal characteristics are chosen: car horn (harmonic with no frequency

modulation), dog bark (wideband almost impulsive with sharp frequency modulation patterns), and siren

(harmonic with pronounced frequency modulation). Figure 4.2 illustrates the magnitude CQT of examples

from the three selected sound classes.

Audio mixtures in the generated mixture dataset are 2 seconds long and sampled at 16 kHz. The choice

of 2-second audio mixtures (versus 4-second mixtures in Section 3.5) was made to keep running experiments

with different combinations of parameters for the two representations manageable. Each mixture is composed

of at least one sound event from one of the three selected classes. Sound events are of arbitrary length, ranging

from 0.5 s to 2 s, with a start time sampled uniformly at random under the constraint that the event fits

entirely in the 2 s mixture. The level of each sound event is randomly sampled from a uniform distribution

of -30 to -25 loudness units full-scale (LUFS) [27]. I use folds 1-6 of UrbanSound8K for creating the training

set, folds 7-8 for the validation set, and folds 9-10 for the test set. The training, validation, and test sets

include 10K, 2K, and 2K mixtures, respectively.

The total number of sound events per mixture is sampled from a zero-truncated Poisson distribution

with an expected value of λ. In this set of experiments the value of λ is set to 5. To demonstrate the level

of activity of the sound sources and the amount of overlap between them, the frame-level prior probabilities

of activity for the three sound classes and the distribution of frames containing different numbers of sources

in the entire training set are presented in Tables 4.5 and 4.6, respectively.

1https://urbansounddataset.weebly.com/urbansound8k.html

https://urbansounddataset.weebly.com/urbansound8k.html
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Figure 4.2. Examples of sounds from the three classes included in the dataset: car horn
(left), dog bark (middle) and siren (right). Each panel shows the magnitude of the CQT of
an audio signal.

Table 4.5. Frame-level prior probabilities of activity for the three selected sound classes.
The probabilities are computed for the training dataset with λ = 5.

Sound class Car horn Dog bark Siren

Prior probabiltiy of activity 0.47 0.57 0.62

Table 4.6. Distribution of frames containing different numbers of sources in the training
datasets with λ = 5 values.

Number of sources per frame 0 1 2 3

Probability 0.13 0.28 0.38 0.21

4.3.1.2. Audio representations. Two audio representations are considered as input for separation train-

ing: the L-MCFT and the STFT, as the baseline time-frequency representation. The STFT was selected

because: i) it is one of the most commonly used representations in deep-learning-based source separation

(much more commonly than the CQT), ii) the joint separation-classification system proposed in Chapter 3

was tested in detail using the STFT as input, thus choosing the STFT makes the network design for the

current set of experiments and the comparison between the separation results more straightforward, and iii)

neither STFT nor CQT captures the spectro-temporal modulation patterns as explicit dimensions, thus ex-

perimenting with one of them is sufficient to demonstrate the fact that learning complex modulation patterns

from a time-frequency representation can be difficult for a deep neural network.



108

The STFT is computed using the square root of a Hann window. I try three different conditions for the

STFT experiments, each with a different window size. The window sizes are: 256 (16 ms), 512 (32 ms) and

1024 (64 ms). The hop size between adjacent windows is 25% of the window length in all cases.

In all experiments with the L-MCFT as input representation, it is computed with the critical subsam-

pling method since it generates the smallest (the most memory efficient) version of the representation, which

compared to the larger versions imposes the least amount of computational complexity on the separation

training process. The minimum and maximum frequencies of the CQT used as the intermediary represen-

tation are 200 Hz and 8 kHz, respectively. Since the energy of all sound classes over low frequencies is

negligible, components below 200 Hz are included in the lowpass part of the CQT.

One important point to take into account is that vertical patterns in the STFT domain (e.g., dog bark

in this dataset) look somehow smeared over low frequencies in the CQT domain due to the low sampling rate

of low filters. One observation in separation training was that in practice these partially smeared shapes,

which are certainly more complex than straight lines are not easy for deep neural networks to learn. To

get simple vertical lines in the CQT domain which give rise to cleaner patterns in the L-MCFT domain,

the lower filters must be slightly upsampled. This can be simply done by adding a small offset to the filter

bandwidths (see [91]). In these experiments the offset was set visually to 30 Hz (to make impulsive sounds

look as close as possible to vertical lines in the CQT domain). To study the effect of the frequency and time

resolutions on the performance of the L-MCFT-based system, two values for the frequency resolution of the

CQT are considered: 24 (bins/oct) and 48 (bins/oct).

The scale filterbank includes a lowpass filter centered at 2−4 (cyc/oct), a bandpass filter centered at

20 (cyc/oct), and a highpass filters covering the remaining range centered at the Nyquist rate for the scale

axis, which is determined by the frequency resolution of the CQT. The rate filterbank similarly includes a

lowpass filter centered at 2−2 (cyc/sec), a bandpass filters at 20 (cyc/sec) and a highpass filters covering

the remaining range centered at the Nyquist rate for the rate axis, determined by the time resolution of the

CQT. Given the lack of symmetry of the signal representation in the scale-rate domain due to the inclusion

of the CQT phase, the mirror bandpass filters and each half of highpass filters should be separately included

in the analysis. This gives rise to a total 25 two-dimensional filters in the spectro-temporal filterbank.

The number of filters in the scale and rate filterbanks here is smaller than the number used in the analysis

of the unison mixture dataset in Section 4.2.2. This is because the level of source overlap in the current
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Figure 4.3. Architectures of (a) the separator and (b) the 2D-CRNN frame-level classifier.
Nτ and Nω denote the total number of time frames and frequency bins in the stacked input
representation, respectively. n is the total number of sound classes.

dataset is not quite as extreme as in the previous case. Therefore, using a large number of bandpass filters

does not improve the performance significantly, however, it does add to the complexity of the representation.

The spectral and temporal filters used in all experiments are both Gabor-like (second derivative of a Gaussian

pdf) due to its desirable symmetric shape, which allows capturing maximum signal energy in each band while

using the critical subsampling method.

4.3.1.3. Network architecture. Bidirectional long short-term memory (BLSTM) networks are commonly

used in the context of audio source separation due to their successful performance in capturing the dynamic

behavior of audio signals [32][60][79], thus, they are selected for the architecture of the separator block in

this set of experiments. The separator block in the joint separation classification system receiving the L-

MCFT as input is a 3-layer BLSTM network, with each layer including 300 nodes in each direction. A fully

connected layer maps the output of the BLSTM network to n masks with the same size as the input mixture.

Activation functions of all BLSTM units are tanh. The fully connected layer outputs go through sigmoid

functions, so that the mask values are always in [0,1]. This network is illustrated in Figure 4.3 (a). To feed

the L-MCFT to such a network the filtered slices, which are of different sizes due to critical sampling, are

stacked in both vertical and horizontal directions to form a two dimensional shape with stacked frequency

values along one axis and stacked time values along the other.

Convolutional recurrent neural networks (CRNNs) have become very popular in the context of audio

event detection and classification [2][116]. It was also demonstrated in Chapter 3 that the 2D-CRNN classifier

yields the best performance in separation training using weak labels. Thus, this architecture is employed

in this set of experiments as well. The frame-level SED classifier is a 2D-CRNN architecture composed
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of a 3-layer 2D convolutional network including max pooling after each layer, followed by a BLSTM layer

and a fully connected layer that maps the BLSTM output to class probabilities. Activation functions of

convolutional, BLSTM, and fully connected layers are relu, tanh, and sigmoid, respectively. The output of

each convolutional layer is batch normalized prior to the application of the activation function. Figure 4.3

(b) shows the architecture of the frame-level classifier.

For the separation system receiving the STFT as input, two architectures are considered: i) the same

architecture as the one used with the L-MCFT input, and ii) the architecture used in Section 3.4.6, which

is a similar but larger BLSTM network with 600 nodes in each direction. The separation performance for

a system receiving the STFT as input and trained using different types of labels was discussed in detail in

Chapter 3 and it was demonstrated that training on strong labels yields the upper bound on the system

performance. Thus, for the sake of brevity, here the STFT-based system is only trained using strong labels

(presumabely the best case scenario). The L-MCFT-based system is trained using strong label as well

as frame-level labels to investigate the effect of label strength on the separation performance in this new

representation domain.

4.3.2. Training setup

The mask inference objective function presented in Section 3.4.2 is used in the strong-label case and the

joint separation-classification objective proposed in Section 3.4.4.2 for training on the frame-level labels. In

the frame-level case, since all sound classes are active around half of the time, no class weighting is used for

the objective function terms (see Table 4.5). In all training sessions, the ADAM optimizer was used, with

a learning rate of 10−4, β1 = 0.9, and β2 = 0.999. The batch size was set to 10 in all experiments with the

STFT as input and to 5 for all experiments with the L-MCFT as input. All networks are trained until the

loss on the validation set stops improving for five consecutive epochs, with a maximum of 100 epochs.

4.3.3. Results

In this section, I present the separation results for L-MCFT-based separation systems trained on strong labels

and frame-level labels. I compare the performance of the former separation system to a system receiving the

STFT as input representation and trained on strong labels. The comparison is made based on: i) separation

quality, ii) number of learnable parameters, and iii) the speed of convergence (number of training epochs).
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Table 4.7. Mean/Median SI-SDR improvement (dB) for separators of different sizes receiving
the STFT with different window sizes as input, over all classes. BLSTM-300 means a 3-layer
BLSTM network with 300 nodes in each direction per layer. In all cases the overlap between
windows is 75%, the separator is trained on strong labels, and the mean and median of the
input SI-SDR are both −2.4 dB. Higher values are better.

Sound class

Network Window Size Car horn Dog bark Siren Overall

BLSTM-300
16 ms 3.9 / 2.2 3.4 / 2.3 1.7 / 1.5 3.0 / 2.0
32 ms 4.1 / 2.7 3.6 / 2.5 1.6 / 1.5 3.1 / 2.2
64 ms 3.8 / 2.7 3.1 / 2.1 0.9 / 0.9 2.6 / 1.8

BLSTM-600
16 ms 4.1 / 2.3 3.7 / 2.5 2.0 / 1.9 3.3 / 2.3
32 ms 3.9 / 2.5 3.6 / 2.5 1.7 / 1.6 3.1 / 2.2
64 ms 3.6 / 2.6 2.6 / 1.6 1.1 / 0.9 2.4 / 1.6

Table 4.8. Mean/Median SI-SDR improvement (dB) for separators receiving the L-MCFT
with different frequency resolutions as input and trained on different labels types, over all
classes. In all cases, the separator is a 3-layer BLSTM network with 300 nodes in each
direction per layer and the mean and median of the input SI-SDR are both −2.4 dB. In all
frame-level cases, α = 1. Higher values are better.

Sound class

Label Type Freq. Resolution Car horn Dog bark Siren Overall

Strong 24 bins/oct 4.7 / 4.1 4.0 / 3.8 1.7 / 2.3 3.5 / 3.5
48 bins/oct 6.3 / 5.7 3.4 / 3.3 1.6 / 2.4 3.8 / 3.9

Frame-level 24 bins/oct 2.4 / 1.9 3.5 / 3.5 1.2 / 1.6 2.4 / 2.5
48 bins/oct 4.2 / 3.7 2.9 / 2.9 1.1 / 1.5 2.7 / 2.9

Similar to the performance evaluation in Section 3.5, where a realistic separation algorithm is being

assessed (as opposed to ideal binary masks), the separation quality is measured by Scale-independent Source

to Distortion Ration (SI-SDR) in these experiments. The results for STFT-based systems trained on strong

labels and three different window sizes are presented in Table 4.7. As it can be seen, the separation per-

formances of the systems using shorter window sizes (16 ms and 32 ms) are very close while increasing the

window size to 64 ms (decreasing the time resolution) results in a decline in the overall separation quality.

The best performing system, BLSTM-600 with an STFT window size of 16 ms is selected to be compared

to the L-MCFT-system in terms of the three aforementioned criteria.

Table 4.8 presents the results of experiments with L-MCFT-based systems using different CQT frequency

resolutions and trained on strong and frame-level labels. Increasing the frequency resolution seems to have

an overall positive effect on the separation results for both label types. However, this performance gain
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is mainly due to the car horn class (harmonic with no modulation), the dog bark class seems to have a

better separation quality with a lower frequency resolution and the quality of the siren class does not show

a considerable difference.

A noticeable difference between the results of the L-MCFT-based and STFT-based systems is that the

mean and median of the distributions seem to be much closer in the L-MCFT case, implying the concentration

of a larger number of points in the distribution over high SI-SDR values (the mean value is not affected much

by the outliers). It can be observed that both L-MCFT-based systems trained on strong labels provide overall

performance improvement compared to the best performing STFT-based system. The most improvement

in terms of median of SI-SDR values is achieved for the car horn class (up to 3.4 dB) and the least for the

siren class (up to 0.5 dB). As a reminder, the siren class is very diverse and thus difficult to learn regardless

of the representation or the label type.

In the experiments with the L-MCFT-based system and frame-level labels a range of values were tried

for the α parameter, i.e., the weight of the mixture loss term in the joint separation-classification objective

function (see Section 3.4.4). The best performance was achieved for α = 1, which is the value used for

the reported results. It is interesting to note that the L-MCFT-based system trained with frame-level

labels provides an overall performance comparable (median of the SI-SDR values) to the performance of the

STFT-based system.

Figure 4.4 illustrates the distribution of output SI-SDR values for the L-MCFT-based system with a

frequency resolution of 48 (bins/oct) versus the output SI-SDR values for the best performing STFT-based

network with a BLSTM-600 separation network and a window size of 16 ms. Both systems are trained on

strong labels. The identity line is displayed with a red dashed line and identity ± 5 dB with black dashed

lines. It can be observed that in all cases the high-density part of the distribution is mostly located between

the identity line and identity + 5 dB, indicating that the output of the L-MCFT-based system for the

majority of the testing examples is equal to or up to 5 dB higher than the output of the best-performing

STFT-based system. In the case of the car horn class, the high-density part is almost entirely located above

the identity line demonstrating that the performance of the L-MCFT system is significantly better than the

STFT-based system.

The L-MCFT-based and STFT-based systems are further compared in Table 4.9. From the set of STFT

window sizes used with each separator network the one resulting in the best SI-SDR median is included in the
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Figure 4.4. Separation results for all sound classes when the separator is trained on the
strong labels. Each panel shows the output SI-SDR of the L-MCFT-based separator with a
frequency resolution of 48 (bins/oct) versus the output SI-SDR of the STFT-based BLSTM-
600 network with a window size of 16 ms. The identity line is displayed by a red dashed
line. The black dashed lines have a slope of one and offsets of ±5 dB. There are over 1500
datapoints in each plot (between 1553 for siren and 1583 for car horn). Warmer colors mean
higher densities of data points. Higher values on x-axis and y-axis are better.

table. The L-MCFT-based systems clearly outperform the STFT-based systems regardless of the network

capacity or the STFT window size. The number of learnable parameters of the smaller STFT-based network

is close to the number of parameters of the L-MCFT-based networks, however, its convergence speed is

almost 5 times slower. Increasing the number of learnable parameters in the case of the larger STFT-based

system (around 3.5 times as many parameters) speeds up the convergence, without providing any meaningful

improvement in the separation quality. This observation clearly goes against the argument usually made in

the context of deep-learning-based audio processing that a network with a high enough capacity can easily

learn from the data all the necessary information that is traditionally provided by analytical signal processing

methods and representations. All criteria considered, both L-MCFT-based systems appear to perform more

successfully in these set of experiments than the STFT-based systems.

4.4. Conclusion

In this chapter, I presented a subsampling method for the MCFT which significantly reduces the com-

plexity of the representation and thus makes it easier to use in realistic scenarios. Similar to the original

MCFT, the subsampled version, termed L-MCFT is perfectly invertible and captures spectro-temporal mod-

ulation patterns as explicit dimensions. Benchmarking experiments with the unison mixtures of musical
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Table 4.9. Comparison between L-MCFT-based and STFT-based networks trained on
strong labels, in terms of separation performance, number of learnable parameters in the
separator network and the speed of convergence (total number of training epochs before
reaching a local minimum).

Representation Network Median SI-SDR (dB) No. Parameters No. Epochs

STFT (16 ms) BLSTM-600 2.3 29.9× 106 51

STFT (32 ms) BLSTM-300 2.2 8.3× 106 91

L-MCFT (24 bis/oct) BLSTM-300 3.5 8.6× 106 19

L-MCFT (48 bis/oct) BLSTM-300 3.9 9.7× 106 18

notes played with different techniques showed that with minimal parameter tuning, the L-MCFT provides

a significantly higher level of separability compared to the baseline time-frequency representation, i.e., the

CQT, while being more than five times smaller than the original MCFT with the same parameter values.

It was further demonstrated that the L-MCFT can replace a commonly used representation domain

such as the STFT in deep-learning-based audio source separation. In a set of experiments on mixtures of

highly-overlapped urban sounds with distinct spectro-temporal modulations, the L-MCFT-based separation

systems trained using strong labels outperformed separation systems of different sizes receiving the STFT

with a range of window sizes as input. Moreover, the L-MCFT-based systems were trained over a lower

number of epochs compared to the STFT-based systems to reach the reported separation performance.

Finally, the findings of Chapter 3 and Section 4.2 were combined by training joint separation-classification

systems on the L-MCFT of audio mixtures as input and frame-level sound class labels as target. Similar to

the results of STFT-based separation systems in Chapter 3, L-MCFT-based systems trained on frame-level

labels yield a lower separation quality than the systems trained on strong labels. However, in this set of

experiments, the overall separation quality provided by L-MCFT-based systems trained on frame-level labels

appears to be comparable to the separation quality of STFT-based trained on strong labels.
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CHAPTER 5

Conclusion

In this dissertation, I have proposed methods for audio signal processing and for training deep models

that are inspired by biological auditory systems, addressing two major challenges in the field of audio source

separation, an important task for machine hearing:

• Creating a biologically-inspired audio representation that disentangles audio sources that overlap

in time and frequency in a way that is practically useable for source separation and sound object

recognition.

• Learning to segregate sound sources from training data using only the presence or absences of the

sources in the scene (weak labels) as training targets.

This work paves the way for combining sophisticated, interpretable audio representations with modern

deep learning networks for a variety of tasks (e.g., audio source separation, even detection, and classification).

The use of such representations increases the interpretability of learned systems and allows smaller networks

to achieve higher performance than is possible with lower-level audio representations currently used in deep-

learning-based audio processing. Moreover, the approach to training models on weak labels can be applied

more broadly than the specific task illustrating its effectiveness. Adopting such training approaches allows

the use of larger and more realistic training datasets (which are currently difficult or impossible to use) and

thus promises the development of models that perform more successfully in realistic situations.

In Chapter 2, I presented my work on the development of the MCFT [77][81], a biologically-inspired

audio representation that disentangles two audio sources that overlap in time and frequency and discussed

its properties with the aid of illustrative examples. Objective measures for two desirable representation

properties: separability of source signals and clusterability of components of each signal in the representation

domain were used to compare the MCFT to commonly used time-frequency representations, the STFT and

CQT, as well as the CFT [103], another common-fate-based audio representation. I showed that the MCFT is

perfectly invertible (i.e., a time-domain audio signal can be perfectly reconstructed given its representation

in the MCFT domain). I further demonstrated that the MCFT increases the separability of mixtures of
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multiple audio signals with a high level of overlap in the time-frequency domain, and that the multi-resolution

character of the MCFT circumvents the resolution issue of the CFT, whose separability and clusterability

are significantly affected by the choice of the time-frequency window size used in its computation. Figure

2.18 summarizes the results of separability and clusterability experiments on a dataset containing unison

(same-pitch) mixtures of musical notes played by different instruments and different techniques.

In Chapter 3, I presented a new algorithm for supervised audio source separation training in scenarios

where ground truth isolated sources are not available to be used as training targets [79][80], e.g., recording a

bird song in a forest or recording the sound of a machine part that only occurs when a machine is running.

This method only relies on weak labels indicating the activity of different sound types over time, which

can be provided by human listeners (e.g. mechanical turk workers). This method bridges the gap between

strong (time-frequency-bin-level) and weak (frame- or clip-level) labels by using the output of a a sound

identification system, trained on audio mixtures, as a metric for assessing the separation performance. The

core component of this new approach is a multi-task optimization framework combining an audio event

classification objective with a separation-specific objective enforcing the separated sources to sum up to the

mixture. It was shown that although there is still a gap between the separation performance of systems

trained on strong and weak labels, the proposed method is capable of isolating the sources to a great extent.

Moreover, it was demonstrated that the proposed framework is flexible with respect to network architectures

used for the classification and separation tasks. Figure 3.5 summarizes the most important experimental

results of Chapter 3, for separation systems trained on a dataset containing mixtures of urban sounds.

The findings of Chapter 2 and Chapter 3 were brought together in Chapter 4, where I first presented a

subsampling method that significantly reduces the size of the original MCFT to make it more practical for

scenarios where low computational complexity is desirable. Through a series of a benchmarking experiments,

I showed that the subsampled version, termed L-MCFT, is perfectly invertible and by capturing spectro-

temporal modulations as explicit dimensions offers a higher level of separability compared to the baseline

time-frequency representation, i.e., the CQT. Next, I demonstrated the utility of the L-MCFT in realistic

scenarios by training deep neural networks receiving the L-MCFT as input to separate mixtures of highly

overlapped audio sources with distinct spectro-temporal modulation patterns. Both strong and frame-level

labels were successfully used as targets in L-MCFT-based separation training. The performances of the

L-MCFT-based systems trained on both label types were compared to the performance of a system receiving
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a time-frequency representation (i.e., the STFT) as input and strong labels as training target. It was shown

that when trained on strong labels, the L-MCFT-based system outperforms the STFT-based system (trained

on strong labels) and when trained on frame-level labels it yields separation results comparable to the results

of the STFT-based system (trained on strong labels).

5.1. Limitations

The principle limitation of the current version of the MCFT (and by extension the L-MCFT) is that it

does not explicitly capture spatial cues, e.g., Interaural Level Difference, (ILD) and Interaural Time Difference

(ITD), and thus it is better suited to tasks dealing with single-channel mixture recordings. Although a similar

approach to methods that compute the representation for each recording channel separately and then extract

the spatial cues from them (e.g., the DUET source separation algorithms [87]) can be taken with the MCFT

as well, it would be more convenient if the representation inherently makes such information salient, and

hence easier to extract for audio processing algorithms dealing with multi-channel audio recordings.

Although the L-MCFT makes the modulation information more salient and thus helps the separation

performance as well as the convergence speed when training a deep neural network, it is still heavier than

time-frequency representations, and thus introduces some extra latency in the training/testing pipeline.

Techniques available in deep learning toolboxes such as parallel example loading and processing alleviate

this problem to some extent. However, a probably more elegant solution would be to develop an intelligent

mechanism (similar to the auditory attention mechanism in the human auditory system) that based on

the type of a target sound source determines the parts of the representation (e.g., certain spectro-temporal

filters) that are required so that the computation of the unnecessary information can be bypassed entirely.

The weakly supervised separation training method proposed in this work is an important step towards

the development of models trained on large amounts of data collected in realistic setups. However, there

is still a gap between the separation performance of systems trained on strong labels and those trained on

weak labels. It was shown in Chapter 4 that using a representation, which makes certain cues that are

important to the separation task salient results in some performance boost. Exploring other ways to make

the necessary information easier to access while training the network (or at the inference time), for instance

augmenting the joint separation-classification system by an auditory-inspired attention mechanism is left to

future work.
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5.2. Future work

The audio representation method and the joint separation-classification framework proposed in this dis-

sertation can be used towards improving the performance of assistive hearing devices (e.g., hearing aids).

Although current assistive hearing devices can effectively suppress some background noise, they cannot en-

hance a target source effectively when there are other sources in the auditory scene that have spectro-temporal

characteristics similar to the target source (e.g., a multi-talker scenario) or if it is not clear what source is

“the target" (e.g., speech and music are both present in a sound mixture). To improve the performance of

assistive hearing devices in such scenarios, the devices must be able to 1) properly segregate the sources in

the sound mixture, 2) determine what sound source a listener is trying to attend, and then 3) recombine the

sounds to make it easier to understand the attended signal (e.g., making it louder).

Recent studies on the human auditory system have demonstrated that an attended speech stream can

be identified by non-invasively measuring the electrical activity from the brain of a listener using electroen-

cephalography (EEG) and then comparing the measured activity to the energy envelopes of the sound sources

in the environment, a technique termed Auditory Attention Decoding (AAD) [73] [112].

An AAD system receives as input a mixture of sounds recorded with one or more microphones. To

compare each sound source to neural activity of the listener and decode the attended source, the AAD

system needs to first separate the sources. Beamforming is a possible solution if the hearing device is

equipped with multiple microphones and if the target and interfering sources are spatially well separated

[83][84][3]. However, in some scenarios spatial cues are absent or unreliable, including situations where

multiple speech streams come from the same direction (e.g., cocktail parties, Zoom meetings, etc.).

The methods proposed in this dissertation will allow the development of more powerful AAD systems

that can detect and amplify an attended speech stream based on a combination of auditory cues (e.g.,

spectro-temporal structure in naturally occurring signals representing the sound’s timbre, pitch, and other

attributes). An AAD system can be designed such that it is composed of a separation block followed by

a detection block (e.g., a SED classifier), both receiving as input a representation that explicitly encodes

spectro-temporal modulations. The separation block receives a single-channel mixture and produces esti-

mates of the speech streams present in the mixture. The detection block then compares each estimated

source to EEG recordings to decode which is the target speech stream. The AAD separator can be trained
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using the proposed joint separation-classification approach and only on weakly labeled training data [80],

which allows the use of larger, more diverse, and more realistic datasets.

More specifically, two separation training methods within the joint separation-classification framework

can be tried and compared: 1) Training the separator using the mixtures and the classifier as critic to separate

all speech streams. The spectrogram of each speech stream is compared to the reconstructed spectrogram

of the attention signal to detect the attended source. 2) Training the separator using the mixtures as well

as attention signals (class-conditional approach) to decompose the mixture into a foreground (the attended

source) and a background containing all the unattended sources. The classifier as critic should label both

correctly. The latter approach reduces the computational burden at the inference time.

Development of algorithms capable of exploiting the auditory attention information represents a founda-

tional step towards building brain-controlled assistive hearing devices, which can improve communication in

social situations not only for listeners with hearing impairment and non-native speakers, but also for anyone

conversing while wearing a mask in a post COVID-19 world.
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APPENDIX A

Spectral and temporal filters

In this appendix, a list of seed functions, which can be used as spectral or temporal filters is presented. In

each case, f and F denote the function in the original domain and the Fourier transform domain, respectively.

C is the dilation factor in all the equations. σ denotes the spread parameter for the Gabor function, and β

denotes the time constant of the exponential term for the Gammatone and damped sinusoid functions.

I) Gabor-like function (second derivative of a Gaussian pdf):

(A.1) f(x;C) = C(1− 2(πCx)2)e−(πCx)
2

(A.2) F (y;C) = (
y

C
)2e(1−(

y
C )2)

II) Gabor function:

(A.3) f(x;C, σ) = Ccos(2πCx)e−
(Cx)2

2σ2

(A.4) F (y;C, σ) = e−2π
2σ2( yC−1)

2

+ e−2π
2σ2( yC+1)2

III) Gammatone function:

(A.5) f(x;C, β) = C(Cx)e−(βCx)sin(2πCx)

(A.6) F (y;C, β) = j

((
β + j2π( yC − 1)

)3 − (β + j2π( yC + 1)
)3(

β + j2π( yC − 1)
)3 (

β + j2π( yC + 1)
)3
)
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IV) Damped sinusoid function:

(A.7) f(x;C, β) = Ce−β(Cx)sin(2πCx)

(A.8) F (y;C, β) =
2π

β2 − 4π2(( yC )2 − 1) + j4πβ( yC )
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